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Numerical Investigation of Residual Stresses in Chain-die Formed AHSS U-Channels
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Abstract. Advanced high-strength steel is increasingly being used in automotive structural components due to its excellent strength-to-weight ratios. However, the variations of residual stresses magnitude in AHSS products are usually very complex and unpredictable due to the fabrication process and the material’s high strength. Consequently, unbalanced residual stresses are responsible for a series of product defects. Chain-die forming is a novel AHSS fabrication method which has the characteristics of preserving the material’s ductility maximally and also reducing the residual stresses in the product. In this study, the finite element method is employed to investigate the equivalent residual stresses (Von Mises) in Chain-die formed AHSS U-channels. Finite element simulation of roll forming of the same type as AHSS U-channel forming is performed to make a comparison of the residual stresses distribution characterizations in AHSS U-channels which are fabricated by roll forming and by Chain-die forming. The results indicate that the residual stresses in Chain-die formed U-channels stay at a very low level and are almost negligible. In the meanwhile, due to the bending, reverse bending and other unpredictable redundant deformation types in the roll forming process, the residual stresses are more significant than those of Chain-die formed AHSS channels. The comparison of the longitudinal strain developments of flange edges of roll formed and Chain-die formed U-channels is given to explain the differences between the residual stress distributions in the roll formed and Chain-die formed U-channels. This paper gives a comprehensive understanding of the characteristics of the residual stress distribution in Chain-die formed AHSS U-channels. It provides a clear evidence to illustrate the superiority of Chain-die forming in reducing the residual stresses in AHSS products.

Introduction

Advanced High-Strength Steel (AHSS), especially dual phase steel, is more and more frequently being employed by automakers for structural parts of a motor vehicle due to its advantages for weight reduction and safety improvement. AHSS has the required high strength but the elongation is not large enough. The characteristics bring more challenges in fabricating AHSS products.

Roll forming is a highly efficient fabricating method for mass production of long and straight metal products. It can be understood as a continuous bending operation which the metal strips are progressively formed through consecutive sets of rolls into various profiles [1]. Although roll forming has been developed over a century, there are still unsolved issues in predictability and control of the redundant plastic deformation occurring during a roll forming process due to relaxation between roll stands [2]. Consequently, this becomes a bottleneck which greatly restricts the development and application of roll forming. Specifically, the non-uniform permanent plastic deformation results in the residual stresses in a roll formed product. The distributions of residual...
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Stresses are responsible for a series of typical roll formed product defects and/or distortions from the desired product shapes, such as curvature, end flare, edge wave, torsion, springback and so on [3]. It should be also noted that the existence of longitudinal residual stresses would adversely affect structural stability, fatigue performance, stiffness and other properties [4].

Chain-die forming, as a novel sheet metal forming method, was therefore proposed by Ding et al. [5] to break the bottleneck of fabricating AHSS products. It is considered to have a high potential to be a more economical and energy-saving method compared to conventional roll forming, due to its technical characteristics of both bending and stamping. Ding et al. [5] performed a series of experiments of Chain-die forming AHSS U-channels with pre-made holes. They proved that the technology has the advantage of conserving the material’s ductility. This shows that Chain-die forming can be used to fabricate AHSS products, even though some of them have poor ductility, as there is almost no redundant plastic deformation and low residual stresses in the non-deformed areas.

As Ding et al. [5] introduced, the principle of Chain-die forming is to prolong the effective forming distance by extending the virtual roll radii. Specifically, the technology introduces a series of discontinuous forming tools moving on a track board to implement the virtual large rolls, as seen in Fig. 1 (a). The increase of deformation length shown as in Fig. 1 (b) results in the reduction of the peak longitudinal strain and the residual longitudinal strain. That is, the large roll radii can significantly reduce or even eliminate the redundant plastic deformation occurring in roll forming. Consequently, the corresponding residual stresses are significant reduced. The typical defects of roll formed products can be therefore theoretically removed, thus improving the quality of products.

![Fig 1. The principle of Chain-die forming.](image)

(a) Schematic diagram of Chain-die forming    (b) Comparisons of the deformation lengths of roll forming and Chain-die forming

The structure of the paper is as follows. A brief background of residual stresses in roll forming and the principles of Chain-die forming are introduced in this section firstly, followed by the clarifications of finite element (FE) modeling of roll forming and Chain-die forming AHSS U-channels. Then the equivalent residual stresses (Von-Mises) in the non-deformation areas of roll formed and Chain-die formed AHSS U-channels are investigated. The comparison of the longitudinal strain developments of the flange edges of roll formed and Chain-die formed AHSS U-channels are then studied and discussed. Finally, some important concluding remarks are summarized.

**FE modeling**

The FE modelling of roll forming and Chain-die forming the U-channels with same product parameters are introduced in detail in this section. Then the material properties of the working piece adopted in this study are illustrated followed by the clarifications of the contact properties employed between the forming tools and the workpiece.

**Simulation set-up.**

The simulation verifications were carried out in ABAQUS/Standard. Specific python scripts were imported to ABAQUS/CAE to complete the FE modelling processes. The implicit solution algorithm is employed to improve the accuracy of results. The forming tools are defined as the rigid shell
bodies and the workpiece is defined as a deformable body. Taking advantages of symmetry to improve the computing efficiency, only one half of the workpiece and rolls have been modelled.

In FE modelling of the roll forming process, all the base radii of the forming tools are 0.30m. The center points of the rolls were assigned as the reference rotation points of the corresponding forming tools respectively. The angular velocities, $\omega$, of the rotations of the forming tools were set as the 0.5rad/s, and in meanwhile the horizontal forward velocity of the working piece, $v$, was set as 15mm/s ($v = \omega r$). As the main plastic deformation occurs in the bend corners, the initial flat blank had been meshed using different mesh sizes. A very fine mesh has been adopted in the bend corners and flange edge portions and a coarse mesh had been applied in the web of the blank. The workpiece was meshed with 97500 eight node linear brick elements with reduced integration and hourglass control (C3D8R). There were 5 mesh layers (elements) along the thickness direction to guarantee a good convergence. To avoid penetration into the sheet, the mesh type of the forming tools was the four node 3D bilinear rigid quadrilateral element (R3D4).

In FE modelling of Chain-die forming process, the forming tools were part of the rolls with 35 meter radii. A workpiece identical to the one applied in FE modelling of roll forming process was adopted in FE modelling of Chain-die forming process. The same meshing strategies and similar boundaries conditions were applied in the FE model of Chain-die forming process. The details of the FE models of roll forming and Chain-die forming processes and the mesh of the workpiece are shown in Fig.2 (a) and (b) respectively.

Material properties of the workpiece.

Material used in the FE models is an elastic-plastic strain hardening material. The true plastic stress-strain curve of the sheet metal can be calculated and interpolated using Swift’s isotropic strain hardening law, as shown in Eq.1. As isotropic hardening is applied in all simulations, Von Mises yield function is sufficient to describe the yield criteria of the material.

\[ \sigma_e = K (\varepsilon_e + \varepsilon_0)^n \]  

(Eq.1)

where $\sigma_e$ is the equivalent stress, $\varepsilon_e$ is the equivalent strain, $\varepsilon_0$ is the initial strain, $K$ is the strength coefficient and $n$ is the strain hardening exponent. Those values are given in Table 3.

Contact and friction properties between forming tools and workpiece.

The types of interaction are set as ‘surface-to-surface’ (implicit) contacts between the deformable surfaces (sheet metal) and the rigid surfaces (forming tools). The penalty method and the Coulomb friction model are applied to the contact constraints. The friction coefficient of the FE models is assumed as 0.1. The details of the parameters of the FE models have been summarized in Table 1.
Table 1. Summary FEM simulation parameters

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Chain-die forming</th>
<th>Roll forming</th>
</tr>
</thead>
<tbody>
<tr>
<td>Product width - f (mm)</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Roll radius (mm)</td>
<td>35000</td>
<td>30</td>
</tr>
<tr>
<td>Blank thickness - t (mm)</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Blank length - L (mm)</td>
<td>300</td>
<td>300</td>
</tr>
<tr>
<td>Tensile strength of blank - TS (MPa)</td>
<td>1180MPa</td>
<td>1180MPa</td>
</tr>
<tr>
<td>Algorithm method</td>
<td>Implicit</td>
<td>Implicit</td>
</tr>
<tr>
<td>Mesh number (blank)</td>
<td>13050</td>
<td>13050</td>
</tr>
<tr>
<td>Span space (mm)</td>
<td>---</td>
<td>200</td>
</tr>
<tr>
<td>Yield strength – σ_s (MPa)</td>
<td>845</td>
<td>845</td>
</tr>
<tr>
<td>Strength coefficient – K (MPa)</td>
<td>1864</td>
<td>1864</td>
</tr>
<tr>
<td>Young’s modulus – E (GPa)</td>
<td>206</td>
<td>206</td>
</tr>
<tr>
<td>Poisson’s ratio – ν</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>Initial strain – ε_0</td>
<td>0.000367</td>
<td>0.000367</td>
</tr>
<tr>
<td>Strain hardening exponent – n</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Elastic Strain</td>
<td>0.45%</td>
<td>0.45%</td>
</tr>
</tbody>
</table>

In the FE model of roll forming and Chain-die forming processes, the whole simulations include the loading and unloading processes. Specifically, the workpiece was firstly pulled into the former followed by being gradually formed to a U channel by the friction forces with the rotations of the forming tools, the same as the real forming process. The accumulated stress-strain of the workpiece starts to be released by springback while the forming tools move away from the workpiece. The workpiece with the last stress-strain state in the previous model is finally imported into a new simulation model with an implicit solution algorithm. The stress-strain of the workpiece is further released by springback until it reaches a steady state in the new FE model.

Results and discussions
The equivalent residual stresses (Von-Mises) in AHSS U channels induced by roll forming and Chain-die forming are presented and discussed in details in this section. The comparison of the longitudinal strain developments of flange edges of roll formed and Chain-die formed U channels is also clarified to explain the phenomenon.

Equivalent residual stresses comparison.
The residual stresses in AHSS U-channels induced by roll forming and Chain-die forming are presented in Fig.3 (a) and Fig.3 (b) respectively. As shown in Fig.3 (b), the residual stresses in non-deformation areas of Chain-die formed U-channels are negligible while there are significant and uneven residual stresses distribution in non-deformation areas of roll formed AHSS channels.

![Fig 3.Equivalent residual stresses comparison](image)

As the Chain-die forming process can be considered as a gradually stamping process, there are nearly no redundant deformations in Chain-die forming process. Consequently, the low residual
stresses in Chain-die formed U-channels are accumulated and the product defects induced in roll forming process can therefore be avoided, as seen in Fig.4.

![Accumulated plastic strain](image1.png)

![No Accumulated plastic strain](image2.png)

(a) Roll formed U channels  (b) Chain-die formed U channels

*Fig 4.Equivalent residual plastic strain comparison (PEEQ)*

**Longitudinal residual strains comparison.**

As the longitudinal strain development indicates the severity of the relevant forming process, it can be used to explain the characteristic differences of the residual stress distributions in two types of AHSS U-channels. The comparison of the longitudinal strain developments of flange edges of Chain-die formed and roll formed the AHSS U-channels is shown in Fig.5. It is found that the longitudinal strain developed during Chain-die forming is much smoother, the peak strain and residual strain are smaller than in roll forming, even just in one forming pass rather than 4 passes of roll forming. The unavoidable redundant plastic deformation in a roll forming process can also be avoided in Chain-die forming.

![Longitudinal strain development](image3.png)

*Fig 5.The longitudinal strain development between roll formed and Chain-die formed U-channels*

As shown as in Fig.5, the peak longitudinal strain in the roll forming process is nearly 2 times larger than that in the Chain-die forming process. It should be noted that the bending on the flange phenomenon in Chain-die forming is much lighter and gentler than in roll forming, the corresponding bending strain is much smaller than in roll forming. That is, the surface longitudinal strain superposing the membrane strain and bending strain on the flange during Chain-die forming is well below the material’s elastic limit but not in roll forming. It is therefore hard to predict and control the quality of a rolled formed product due to its complicated longitudinal strain development. On the contrary, it is possible to make a product with zero residual stress in the non-deformed area by Chain-die forming and give a better quality product than in roll forming.
Concluding Remarks

The residual stresses in Chain-die formed AHHS U-channels are investigated numerically in this paper. Finite element analysis is employed to simulate the roll forming and Chain-die forming processes. The equivalent residual stresses of the roll formed and Chain-die formed products are discussed. Experimental investigation of the residual stresses in Chain-die formed U-channels is very necessary to verify the simulations. Some conclusions are reached by this study:

- Using Chain-die forming can achieve much more bending without product defects than roll forming in a single pass. Hence Chain-die forming can maximally reserve the material’s ductility;
- Unlike the high residual stresses distribution in the non-deformation areas in roll formed U-channels, the low redundant strains accumulated in Chain-die formed forming makes the residual stresses in U-channels well below the corresponding material’s yield point;
- It is hard to predict the residual stresses in roll formed product due to its complicated fabrication processes, including bending, reverse bending and other unnecessary deformation types. On the contrary, it is possible to make a product with zero residual stress in the non-deformed area by Chain-die forming and that gives a better quality product than in roll forming.

The determination of residual stresses in Chain-die formed U-channels by the neutron diffraction method is currently in progress and the experiments are supported by Bragg Institute beam time proposal 4865. The experimental verification of the numerical simulations will be presented in a future paper.
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Abstract. This paper proposes a 3D Finite Element (FE) model for the deep cold rolling process, modelled using the commercially available Abaqus/Standard FE software, and used the aforementioned model to study the effects of pressure and tool diameter on the residual stress profile predicted. The model was validated with experimental data. The predicted results showed about 20% deviation for the measured data in the near surface region, but showed good correlation at the compressive-tensile cross-over point. Reasons for this deviation are explored and analysed with several recommendations made to improve future FE models.

Introduction
Mechanical surface treatment (MST) methods physically alter the surface and near sub-surface regions of a component, creating a region of compressive residual stress. This compressive residual stress improves fatigue life and foreign object damage tolerance. Deep cold rolling (DCR) is a mechanical surface treatment and its main objective is to induce deep compressive residual stresses in the surface and sub-surface layers (up to 1 mm) of the component [1].

While the high compressive stresses generated by DCR in the near surface layers can extend fatigue life, it is crucial that the location and magnitude of the corresponding balancing tensile residual stresses are carefully managed and understood, as they can negate the benefits of the near surface compressive residual stress and adversely affect the fatigue life of the component [2]. However, experimental determination of residual stress distributions by the hole drilling method and the X-ray diffraction method is time consuming, expensive and limited to discrete measurement points. Hence, FE simulation is a crucial tool in the process optimization of the DCR method as it allows the user to analyse and predict the residual stress profile of the component.

DCR creates different directional stress profiles and is reliant on both plastic deformation at the surface and Hertzian stress at the sub-surface region to generate the resultant residual stress profiles. Previous quasi-static finite element studies of the DCR process focused on the mechanics of a single pass [3]. While useful for understanding the mechanics of the DCR process, modelling of a single pass is insufficient to study the broader residual stress distributions.

The objective of this study is to propose and validate a FE model to simulate the DCR process. This model will enable a deeper understanding of the broader residual stress distributions caused by the DCR process.

Methodology
Material Model. The material model attributed to the model is isotropic elastic-plastic with strain hardening. A Young’s modulus of 113.8 GPa and a Poisson ratio of 0.342 are prescribed for the elastic portion of the material model. The strain hardening portion of the material model was
experimentally determined via uniaxial compression of identical Ti-6Al-4V material in cylinder geometry measuring 6.75 mm height by 4.5 mm diameter. The machine stiffness is taken into account using plate to plate compression. Figure 1 shows the determined yield stress against plastic strain.

![Figure 1: Yield stress against plastic strain for Ti-6Al-4V](image)

Finite Element Model. The FE DCR model proposed is a 3-dimensional rectangular test coupon measuring 35 mm x 30 mm x 10 mm. commercially available FE code Abaqus/Standard V6.14 was used to model the test coupon. The 3D deformable element type used was the C3D8R element, an 8-node linear brick, using 56916 elements to model the test coupon. Uniform elements were used in the DCR zone to increase the resolution of the treated area, as shown in Figure 2a. Sensitivity analysis on the thickness of the test coupon was carried out to ensure that the thickness did not affect the residual stress profile generated.

To reduce computational time, a treated area of 15 mm lengthwise (LW – parallel to direction of rolling) by 10 mm crosswise (CW – perpendicular to direction of rolling) was prescribed. The deep cold rolled zone allowed enough area for a strain gage rosette to be applied onto the experimental test block for experimental validation.

The DCR tool is made of tungsten carbide and has a Vickers hardness of approximately 2000 HV. Since this is several orders of magnitude harder than the test coupon, the tool was modelled as an analytical rigid surface. The centre node of the modelled tool was used as the main reference and control point. The equivalent concentrated force can be calculated using the following formula:

\[
F = \left[ \frac{\pi}{4} \cdot d_{\text{piston}}^2 \cdot P \cos(\theta) \right]
\]

where, \(d_{\text{piston}}\) is the piston diameter, \(P\) is the applied pressure and \(\theta\) is the angle of the tool to the normal.

The movement of the ball is controlled via translating the centre node of the ball, in the length and breadth direction. The DCR tool has an inner assembly containing the burnishing ball which is free floating (as shown in Figure 2b). The force prescribed determines the vertical position of the ball, relative to the component surface at equilibrium. Therefore, the displacement of the ball in the Z direction (normal to surface of the component) was left free. This is to mimic the operating mechanics of the DCR tool where the inner tool assembly is free to move in an up and down motion within the outer tool housing up to the limits of the stroke length. This allows the DCR tool to adapt to minor variations in geometry.
The rotational degrees of freedom of the ball were also left free, ensuring that the ball is able to roll across the surface. The penalty formulation with a friction coefficient of 0.2 was used to model the surface to surface contact between the DCR ball and the work piece [4]. This also ensures that the ball rolls rather than slides across the component surface.

The boundary conditions were imposed such that the bottom surface of the test coupon is pinned. Since the test coupon is of sufficient thickness, it was assumed that the spring back of the coupon after treatment is negligible. The dimensions of the test coupon, the mesh, elements used and the boundary conditions are illustrated in Figure 2.

Experimental Setup and DCR Tool. Experiments were carried out to validate the proposed FE model. A flat rectangular test coupon of Ti-6Al-4V, measuring 35 mm x 30 mm x 20 mm was mounted on a work piece holding fixture and deep cold rolled. The DCR tool (6.35 mm ball diameter), supplied by Ecoroll AG®, at 20.0 MPa and 38.0 MPa of pressure was used to perform the treatment. The test coupon was orientated such that the rolling direction of the DCR process is identical to the rolling direction that was used in the manufacturing of the test coupons. Figure 3 shows the DCR process experimental set up.

The residual stress profile of the test coupon was determined at the centre of the treated area using the central hole drilling method (CHD). The strain relaxation via the incremental drill method was measured and the residual stresses were back calculated as described in ASTM 837. A final hole depth of 1.4mm was drilled in order to determine the stresses up to a depth of 1024µm.

Results and Discussion

FE Model Validation. The finite element model was validated using experimental CHD data. In this study, the experimental and finite element data was normalized against the absolute maximum residual stress determined experimentally in the CW direction. The normalized graph is presented in Figure 4.
Figure 3: Experimental DCR set-up on a 3-axis CNC mill

Figure 4: Normalized residual stress against depth for experimental and simulation data for 20.0 MPa

From Figure 4, it can be seen that there is some divergence of the residual stress in the near surface region. The FE model over-predicted the surface stress in the LW direction (parallel to rolling) at -0.43 MPa/MPa measured against -0.63 MPa/MPa predicted, and under predicted the surface stress in the CW direction (perpendicular to rolling) at -0.87 MPa/MPa measured against -0.78 MPa/MPa predicted. Figure 5 shows the residual stress profiles when the pressure is increased to 38.0 MPa. There is a similar deviation between the measured and predicted residual stress profiles for both cases.
Deeper into the material, both FE models are able to predict the general trend of the residual stress profile and the Compressive-Tensile Cross-Over point (CTCO). The CTCO point is of particular importance as the location of the balancing tensile stress needs to be able to be understood and predicted.

Regarding the deviation between the FE and CHD data, the material model used assumed that the material was isotropic. Further compression tests taking into account the rolling direction of the manufacturing process should be carried out to determine if this simplifying assumption holds valid. A more detailed model, such as the Johnson-Cook model, could be considered for future FE simulations.

In this study, the implicit FE code is used and it does not take time into consideration when performing iterations. The time step used in the code relates to the relative position of the components and forces applied rather than actual time as a parameter. The implicit code does not take strain rate into consideration.

Another potential cause of the deviation could be the measurement method used to determine the experimental residual stress profiles. While CHD is an affordable and quick way of determining residual stress depth profiles, it has limited resolution in the near surface region (up to about 200 μm). This can be seen in the error bars shown in Figure 4 for the experimental graphs. At the near surface region, CHD has an error of about 10 – 15% $\sigma_{max}$. X-ray diffraction (XRD) or Focused Ion Beam (FIB) methods could potentially be used to attain more accurate data in the near surface region.

A final source of error that may have resulted in the deviation is the concentrated force applied based on equation (1). The equation calculates the theoretical force exerted by the DCR ball element on the component based on the pressure applied and the projected area of the pressure piston. A dynamometer could be placed under the component fixture to determine the actual force applied on the test coupon. This measured force can then be used to further improve the FE model.

The motivation behind process modelling the DCR process can be seen in the stress plots of the component shown in Figure 6. There is a zone of tensile residual stress that was formed near the boundary region at 1.0mm in depth for the 38.0 MPa case that was not present for the 20.0 MPa case. Knowledge of this zone of tensile stress will assist the process engineer in designing of the DCR zone and ensure that the component does not prematurely fail due to the tensile stress.
Figure 6: FE stress plot for HG 6, 20.0 MPa and 38.0 MPa, cut at x = 17.5 cm (centre of treated zone)

Conclusion
This paper proposed a 3D FE model to simulate the DCR process. There is a maximum deviation of 0.2 MPa/MPa at the surface region between the predicted FE results and the CHD measured data. There is good agreement between the FE and CHD data beyond 400 µm. Some causes of the deviation between the FE predicted values and the experimental data have been proposed and will need to be verified. Different material models will be studied in order to better understand the effects of the material models on the accuracy of the FE simulation.
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Abstract. The present study highlights the effect of cooling and post-machining surface treatment of shot peening on the residual stresses and corresponding fatigue life of milled superalloy Inconel 718. It was found that tensile residual stresses were created on the milled surface, regardless of the use of coolant, however, the wet milling operation led to a lower surface tension and a reduced thickness of the tensile layer. The shot peening performed on the dry-milled specimens completely annihilated the surface tensile residual tresses and introduced a high level of surface compression. A comparable fatigue life for the wet-milled specimens was obtained as compared with the specimens prepared by dry milling. This is very likely attributed to that the milling-induced surface damage with respect to cracked non-metallic inclusions is the predominant cause of the fatigue failure. The presence of the compressive layer induced by shot peening resulted in a significant increase of the fatigue life and strength, while the extent to which the lifetime was prolonged was decreased as the applied load was increased.

Introduction
Fatigue is one of the main causes of failure to various structures in turbine engines. The fatigue life of a component strongly depends on its surface condition produced by machining since in most cases fatigue crack initiation starts on free surfaces. Residual stress is one of the most relevant practical parameters to assess the surface quality of a machined surface; it is superimposed on the applied cyclic loads, altering the driving force for crack initiation and propagation during fatigue. Generally, tensile residual stresses are perceived to be detrimental to the fatigue performance, whereas compressive residual stresses have a beneficial effect. The formation of residual stresses in machining processes is essentially dominated by the plastic deformation in subsurface of the workpiece material together with the thermal impact at surface [1]. The thermally-induced residual stresses are usually in tension, thus sufficient cooling could effectively reduce the surface tension on a machined surface by lowering the cutting temperature, or even introduce compressive residual stresses [2].

On the other hand, mechanical surface treatments, such as shot peening, are nowadays widely used on machined components by which compressive residual stresses are induced as it produces a work-hardened layer and misfit strains between the bulk and surface material. An enhanced fatigue life and strength by shot peening have been found for a variety of engineering materials [3-5].

Inconel 718 is a polycrystalline nickel-based superalloy and has wide applications in aerospace and power generation industries because of its superior mechanical properties and good resistance to oxidation/corrosion environments. A great number of studies have been conducted to improve the surface integrity of machined Inconel 718 by approaches with process optimization or post-machining surface treatments (like shot peening) [6]. However, further investigations on the effect of changes in
surface integrity on the fatigue properties of the components are somewhat limited although it has a
great practical importance for the assessment of the component life and also the knowledge obtained can
be used backwards to guide the surface integrity modification. The purpose of the current study is to
characterize the residual stresses generated on milled Inconel 718 as influenced by the use of coolant
and a subsequent shot-peening treatment. Meanwhile, the fatigue performance of the specimens
 corresponding to the different surface conditions has also been studied in a four-point bending mode.

Experimental work
The material used in this study was taken from a disc forging of Inconel 718 with chemical composition
given in Table 1. The forging was solution annealed at 970 ºC followed by air cooling to room
temperature, and then a two-stage ageing was performed first at 720 ºC for 8 h, further at 620 ºC for
another 8 h, and finally air cooled to room temperature.

Table 1. Chemical composition [wt%] of the Inconel 718 disc forging.

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>Nb</th>
<th>Ti</th>
<th>Al</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. (%)</td>
<td>Bal.</td>
<td>50</td>
<td>17</td>
<td>2.8</td>
<td>4.75</td>
<td>0.65</td>
<td>0.2</td>
<td></td>
</tr>
<tr>
<td>Max. (%)</td>
<td>55</td>
<td>21</td>
<td>3.3</td>
<td>5.5</td>
<td>1.15</td>
<td>0.8</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>

Fatigue test bars with a dimension of $10 \times 10 \times 80$ mm$^3$ were pre-manufactured from the heat-treated
forging by wire electric discharge machining. The surface to be loaded in tension during fatigue was
then machined by face milling using a 20 mm diameter cutter with two uncoated cemented carbide
inserts. The cutting speed was fixed at 30 m/min (corresponding spindle speed was 382 rpm) and the
depth of cut was 0.5 mm. The feed direction was along the longitudinal direction of the bar with a feed
rate of 76 mm/min. Chamfers on the tensile side were introduced in order to avoid corner crack
initiation. Three groups of specimens were prepared; the specimens of the first two groups were dry
milled and milled under coolant respectively, while for the last group, the surface that has been
machined by dry milling was subsequently shot peened using spherical S170 H cast steel shots with 150
to 200 % surface coverage, while the shot-peening intensity was varied from 0.2 to 0.3 mmA.

The microstructure beneath the dry-milled, wet-milled and shot-peened surface was characterized on
polished cross-sections prior to fatigue testing using a scanning electron microscope (SEM) together
with electron channeling contrast imaging (ECCI). In addition, the In-depth residual stresses created by
milling and shot peening were measured by using X-ray diffraction, combined with layer removal by
electrolytical polishing. Cr-Kα radiation was chosen, giving a diffraction peak at $\theta \sim 128^\circ$ for the $\{220\}$
family of lattice planes of the nickel-based matrix. Peaks were measured at nine $\psi$-angles between $\psi = \pm
55^\circ$, and residual stresses were calculated based on the $\sin^2 \psi$ method [7] with an X-ray elastic
constant of $4.65 \times 10^{-6}$ MPa$^{-1}$. Deviation in the measured residual stresses due to the layer removal were
corrected in the case of a flat plate.

All fatigue tests were conducted at room temperature under load control using a sinusoidal waveform
at a load ratio of 0.1 and a frequency of 20 Hz. The distance between the two loading and two
supporting rollers was 12 mm and 60 mm, respectively. For each group of the three, four specimens
were tested at different peak loads in the range of 8 kN to 16 kN. The corresponding peak stress at the
surface, calculated assuming pure elastic loading, were approximately 600 MPa to 1200 MPa. The yield
strength of the Inconel 718 forging at room temperature, on the other hand, is slightly above 1000 MPa.
All specimens were fatigued until rupture and the specimen deflection at the maximum/minimum load
versus the number of cycles was recorded. A line was fitted to the initial linear part of the deflection
range-number of cycles curve and extrapolated to the larger cycle region. The number of cycles
 corresponding to 1% increase of the deflection range from the fitted line was then defined as the fatigue
life in the present study. Accordingly, the lifetime of the specimens is largely dominated by the fatigue
cycles spent on crack initiation. The failed specimens were examined under SEM in order to identify the
preferential sites where fatigue cracks may initiate.
Results and discussions
Fig. 1(a) and (b) shows the in-depth residual stresses induced by dry milling and wet milling. Stress components in two in-plane directions, i.e. transverse direction (TD) and longitudinal direction (LD) (corresponding to the cutting direction and feed direction), were measured. In general, tensile residual stresses were created on the milled surface, regardless of the application of coolant, but it is clear that the wet milling operation led to a lower surface tension and a reduced thickness of the tensile layer. As the depth increases, the residual stresses gradually shift to compression until stabilizing at ~ 0 MPa.

![Graphs of residual stresses](image)

Figure 1. In-depth residual stresses generated by (a) dry milling, (b) wet milling, and (c) shot peening; (d) A comparison of the full width at half maximum intensity (FWHM) obtained from the measured diffraction peaks.

The post-milling surface treatment by shot peening annihilated the high tension on the dry-milled surface and introduced a surface plateau, extending to a depth of 100 μm, with great compressive residual stresses in both TD and LD, see Fig. 1(c). The high level of surface compression was created as a consequence of the mechanically-induced plastic deformation during shot peening. This can be seen from the dramatically increased broadening of the diffraction peaks, i.e. full width at half maximum intensity (FWHM), measured in the shot-peened surface layer, see Fig. 1(d). The formation of the tensile residual stresses on the milled surface is most likely to be of thermal origin associated with the great heat generation during machining [1]. From Fig. 1(d), one can see that the wet-milled surface underwent less plastic deformation compared with that in the case of dry milling. A very likely explanation is that the coolant could contribute to lowering the friction and dissipating the generated heat, leading to a relatively low cutting temperature. As an effect of the reduced cutting temperature, the thermally-induced residual stresses became less in tension on the surface produced by wet milling. The
reduced thermal impact during wet milling can be further supported by the microstructural characterization beneath the milled surfaces. Instead of a continuous thick white layer, approximately 4 to 5 μm, as observed on the dry-milled surface (Fig. 2(a)), the surface white layer appeared discontinuously with a thickness less than 1 μm on the wet-milled surface (Fig. 2(b)). As suggested by Bushlya et al. [8], the development of white layers takes place in machining of Inconel 718 normally when the cutting temperature is increased, e.g. at high cutting speeds, cutting with worn tools or in dry machining operations. The shot-peened surface compared with the dry-milled surface showed significantly increased plastic deformation in microstructure, see Fig. 2(c), which is consistent with the greatly higher FWHM measured in the shot-peened layer.

A comparison of the fatigue performance as influenced by the use of coolant and post-machining surface treatment of shot peening is presented in Fig. 3. Although relatively low surface residual stresses were obtained by wet milling, the fatigue life was observed to be comparable with that for the specimens prepared by dry milling. However, in the high-cycle regime with a lower applied load, it showed a slight increase in fatigue resistance for the wet-milled condition which is very likely due to a stronger effect of residual stresses. The shot peening, on the other hand, led to a great increase of the fatigue life, particularly in the high-cycle regime; the enhancement could be up to roughly two orders of magnitude compared with the lifetime of the dry-milled specimens.

Fracture surface examinations can offer insights into the fatigue failure mechanism of the specimens with different surface conditions. Shown in Fig. 4 is an example of the typical fracture appearance observed on the fatigued specimens with either a dry-milled or wet-milled surface. It can be clearly seen that multiple cracks were initiated at the milled surface during fatigue loading and the coalescence of the cracks led to a macroscopic fluctuant fracture surface. Close examinations further revealed that the initiation of fatigue cracks took place primarily associated with the cracking of surface non-metallic inclusions (Nb-rich carbides and/or Ti-rich nitrides). Previous studies by the authors [9] have shown that the giant plastic work during machining of Inconel 718 could cause cracking of non-metallic inclusions on the machined surface. In this study, substantial cracked carbides as well as a few cracked nitrides (due to the much lower amount of nitrides in the alloy) were also observed after the milling operations. These pre-existing surface defects provide multiple sites where fatigue cracks preferably initiate, or could even start to grow without an incubation of nucleation. Based on such predominance of the failure mechanism, the comparable fatigue life of the specimens prepared by dry and wet milling is very likely attributed to the similar damage on the milled surfaces with respect to the non-metallic inclusion cracking. The effect of residual stresses in this case appears to be less significant.

In the case of the shot-peened specimens, the surface compression was deep and strong enough to shift the crack initiation sites to subsurface regions corresponding to the depth of the compressive layer, see Fig. 5. The surface microstructure of the shot-peened specimens still consists of a large amount of cracked inclusions, however, the development of fatigue cracks from these flaws was retarded due to the
presence of the great compressive residual stresses. As a result, an enhanced fatigue life and strength were obtained, as shown in Fig. 3. The beneficial effect of compressive residual stresses in terms of retarding surface cracking during fatigue and increasing the resistance of the component to fatigue failures is well consistent with the previous findings in shot peening of other metallic materials [3,4]. The extent to which the lifetime was prolonged was decreased as the applied load was increased due to the residual stress relaxation in low cycle fatigue resulting from significant cycling strains [10].

![Figure 3. A comparison of the obtained fatigue life as influenced by the use of coolant as well as the post-machining surface treatment of shot peening.](image)

![Figure 4. Typical fracture appearance after the fatigue of the milled specimens regardless of the use of coolant where multiple crack initiation sites at the milled surface were observed; some of them are located by dash lines.](image)

**Conclusions**

The present work investigated the residual stresses generated on milled Inconel 718 as influenced by the use of coolant in machining or by post-machining surface treatment with shot peening. The corresponding fatigue performance of the specimens was also investigated. The results showed that the wet milling led to reduced tensile residual stresses on the machined surface compared with that in the case of dry milling. However, a comparable fatigue life was obtained for the specimens milled with or without the use of the coolant. This is very likely due to that for both conditions the milling-induced surface damage with respect to cracked non-metallic inclusions dominated the crack initiation during fatigue. The shot-peening treatment annihilated the surface tension induced by milling and introduced high compressive residual stresses. The presence of the compressive layer retards surface cracking from the pre-existing cracked carbides and/or nitrides and shifts the crack initiation sites to sub-surface
regions, leading to a significant increase of the fatigue life and strength for the shot-peened specimens. The extent to which the lifetime was prolonged was reduced as the applied load was increased.

Figure 5. Fatigue fracture surface of a shot-peened specimen where it shows a transition of the crack initiation site from surface to subsurface regions (pointed by the arrow) compared with the observation in Fig. 4.
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Abstract. The current paper presents the results of neutron diffraction measurements of the through-thickness residual stress field at the toe of a T-butt weld, made from 10mm thick A350 grade black mild steel plates, after successful ultrasonic peening. A single ultrasonic peening treatment was carried out at the weld toe. Residual stresses were measured using the KOWARI instrument at ANSTO. The neutron diffraction technique was chosen for this study because of its ability to measure three-dimensional residual stress deep within the component at high resolutions. Although the nominal yield stress of the A350 grade plate is 350 MPa the actual yield stress is generally higher, in this case averaging out to about 400 MPa. Ultrasonic peening was highly effective, leading to a residual stress redistribution with a maximum compressive stress of about 250 MPa at the weld toe surface and a maximum tensile stress of 220 MPa, at a depth of almost 3mm into the base plate. The resulting compressive residual stresses at the weld toe surface will almost certainly increase substantially both the fatigue initiation and propagation lives, or may prevent fatigue completely. Since A350 steel is widely used in buildings, bridges and offshore structures, ultrasonic peening shows great promise as an in-situ peening method in order to improve weld fatigue performance.

Introduction

A350 grade black mild steel is one of the most widely used structural materials in the world, being commonly found in buildings, bridges and offshore structures. Welding is typically used to join two plates of structural steel and this often takes the form of a T-butt weld. In addition, other more complex geometrical joints are often simplified for stress analysis purposes by approximating them as two-dimensional T-butt plate models (e.g. skewed T-joints, tubular welded joints, pipe–plate joints, etc.). However, all such welds are potentially susceptible to fatigue crack initiation and slow but accelerating growth arising as a result of fluctuating service loads, often eventually resulting in fast fracture.

Ultrasonic peening, more properly known as ultrasonic impact treatment (UIT), is a recent development of the well-established shot peening process. It was originally invented in 1972 in the former USSR to improve the fatigue and corrosion performance of ship and submarine hulls. UIT is similar to conventional needle or hammer peening in many respects. An important difference is that rather than using a pneumatic tool, which causes the needles or a single hammer-like rod to impact...
the weld surface at a frequency of 25-100 Hz, with UIT, the weld is impacted by a small number of rods vibrating at a much higher frequency on the order of 18,000-27,000 Hz. This makes it a much quieter device, which vibrates at a lower intensity, so that the operator can use it for longer periods of time before tiring [1]. Ultrasonic peening is relatively cheap, can be applied in-situ and offers significant improvements in the lifespan of welded components when applied correctly. This occurs for three different reasons: removal of weld defects; reduction of stress concentration; and redistribution of tensile stresses and/or introduction of compressive stresses [2].

**Experimental Methods**

**Welding.** Dimensions were 800×160×10mm for the base plate and 100×160×10mm for the attachment plate of each T-butt. During fabrication two base plates were tack welded back-to-back prior to welding of the double-beveled attachment plate to each, in order to minimize distortion. Balanced full-penetration GMAW fillet welding was employed, with six passes on each side. All welds passed ultrasonic testing (UT) for internal flaws and magnetic particle inspection (MPI) for surface flaws. Fig. 1 shows the weld detail of a typical T-butt joint before buffing.

**Ultrasonic Peening.** Ultrasonic peening treatments were carried out at the base plate and attachment plate weld toes on both sides of one of the T-buts using an Applied Ultrasonics Esonix UIT apparatus. The impact pins were oriented 45° from the treated weld area (perpendicular to the toe line) and the tool was continuously moved in an oscillating motion in a path parallel to the direction of the weld. In order to develop the desired groove, the tool was worked back and forth between a 30° and a 60° angle while maintaining the oscillating motion described above. Groove formation was continuously observed during the application process. A properly formed, shiny groove at the weld toe was obtained; this is the main quality assurance inspection point for treatment verification [3].

**Neutron Diffraction.** It was attempted to measure through-thickness residual stresses from the weld toe into the base plate for both as-welded and ultrasonically peened specimens using the KOWARI instrument at the ANSTO Bragg Institute. The (non-destructive) neutron diffraction technique was chosen for this study because of its ability to measure three-dimensional residual stress deep within the component at high resolutions. For the neutron measurements a 0.5×0.5×1mm³ gauge volume was used for the longitudinal, transverse and normal components. The experimental measurements on the ultrasonically peened sample were successful but those on the as-welded sample were unfortunately shown to be incorrect, as the scan was made slightly inside the weld rather than exactly at the weld toe.
**Parametric Equations.** Brennan-Dover-Karé-Hellier (BDKH) parametric equations [4] are available for the stress intensity factor (SIF) geometric Y-factor at the deepest point of a semi-elliptical flaw at the toe of a T-butt weld, accurate for a wide range of geometric parameters under both tension (membrane) and pure bending loadings. These were derived from the results of eighty 8-noded shell finite element analyses in conjunction with the Niu-Glinka weight function [5]. From the models studied, the geometry validity limits for the equations developed are:

- Weld angle: $30^\circ \leq \alpha \leq 60^\circ$
- Crack aspect ratio: $0 \leq a/c \leq 1.0$
- Crack depth: $0.01 \leq a/T \leq 1.0$(1)
- Weld toe radius: $0.01 \leq \rho/T \leq 0.066$
- Attachment width: $0.3 \leq L/T \leq 4.0$

Fig. 2 shows the geometry of the T-butt weldments studied including the crack geometry, with all the geometric parameters above defined.

![Fig. 2. (a) Local weld geometry studied (b) Geometry and loading used to derive stress intensity factors (c) Crack geometry (semi-elliptical crack).](image)

Recently developed and unique Hellier-Brennan-Carr (HBC) T-butt weld toe surface stress concentration factor (SCF) [6] and stress distribution parametric equations [7] through the base plate thickness (i.e. the potential Mode I crack plane) are also available for similar ranges of geometric parameters and tensile (membrane) loading.

**Crack Growth Equations.** The Paris Law [8] is commonly used to predict the (Stage 2) fatigue propagation life for a component or structure containing a sharp initial crack. It does not take into
account the influence of mean stress. Another equation which does incorporate the (second order) influence of mean stress on the propagation rate is the Forman Equation [9].

**Computer Programs to Predict Fatigue Life.** Two FORTRAN computer programs were written to predict the remaining fatigue life for a T-butt welded joint containing a semi-elliptical crack at the weld toe under tension (membrane) loading. The first of these programs uses the BDKH tension parametric equation in conjunction with the Paris Law, and is applicable to a stress-relieved joint. The second program uses the BDKH tension parametric equation together with the HBC tension parametric equation and the Forman Equation, and is applicable to both the as-welded and ultrasonically peened conditions where residual stresses are present.

**Experimental Results**

**Residual Stresses.** Although the nominal yield stress of the A350 grade plate is 350 MPa the actual yield stress is generally higher, in this case averaging out to about 400 MPa. Ultrasonic peening was highly effective, leading to a residual stress redistribution with a maximum compressive stress of about 250 MPa at the weld toe surface and a maximum tensile stress of 220 MPa, at a depth of almost 3mm into the base plate (refer to Fig. 3).

![Fig. 3. T-butt weld toe residual stresses through the base plate after ultrasonic peening.](image)

Since there are no measurements in the as-welded state, a typical as-welded residual stress distribution from the literature [10] was used instead, as shown in Fig. 4. The sample investigated using neutron diffraction with a $2\times2\times2$mm$^3$ gauge volume was a T-plate fillet weld, joining two 25mm thick plates. The plate material was BS 7191 grade 355 EMZ structural steel, which is very similar to A350 grade steel, and represents a large group of steels commonly used in the nuclear and offshore industries. SMAW welding with standard filler metal was used. Both welds consisted of four weld passes in an alternating sequence between the two sides. For the purpose of this work, the residual stress distribution at the T-butt weld toe centre line was scaled horizontally to fit a 10mm thick base plate.

**Geometric, Material and Loading Parameters.** Table 1 contains values of the geometric parameters selected for the present analyses.

The fatigue threshold, $\Delta K_{\text{th}}$, was taken as 3.2 MPa$\sqrt{m}$. The Paris Law crack growth coefficient and exponent were $C = 8.57 \times 10^{-12}$ (SI units) and $m = 3$, respectively. Applied membrane stress varied from 0 to 100 MPa. The number of crack increments employed in the modelling was 10,000.

**Preliminary Results.** Fig. 5 shows the numerical crack growth results superimposed for: (a) as-welded; (b) stress-relieved; and (c) ultrasonically peened conditions. The analyses conducted assumed that a fatigue crack grows through a static residual stress field. As expected, it is apparent
that the ultrasonically peened T-butt exhibited a longer fatigue life than the stress-relieved specimen, which in turn had a longer fatigue life than the as-welded specimen. It should be noted that the ultrasonically peened specimen had an initial crack depth of 1mm; when it had the same 0.1mm initial crack depth as the other two specimens it exhibited no fatigue crack growth at all.

![Fig. 4. Through-thickness residual stresses at T-butt weld toe centre line and surface of the sample as a function of base plate depth [10].](image)

<table>
<thead>
<tr>
<th>Geometric Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weld angle ([\alpha])</td>
<td>45°</td>
</tr>
<tr>
<td>Weld toe radius ([\rho])</td>
<td>0.1mm</td>
</tr>
<tr>
<td>Plate thickness ([T])</td>
<td>10mm</td>
</tr>
<tr>
<td>Welded attachment width ([L])</td>
<td>30mm</td>
</tr>
<tr>
<td>Initial semi-elliptical crack depth ([a_i])</td>
<td>0.1mm or 1mm</td>
</tr>
<tr>
<td>Initial semi-elliptical crack width ([2c_i])</td>
<td>2mm or 20mm</td>
</tr>
</tbody>
</table>

![Fig. 5. Fatigue crack growth curves (a) As-welded (b) Stress-relieved (c) Ultrasonically peened specimens.](image)

**Conclusions**
Ultrasonic peening was found to be very effective at modifying the residual stress distribution. As expected the as-welded residual stresses shortened the fatigue propagation life, whereas ultrasonic peening extended it or completely prevented fatigue crack growth.
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Abstract. It has been demonstrated in our past studies that neutron diffraction can be an alternative method to conventional strain gauges for measuring the stress distribution along rebar embedded in concrete. The current study investigated the possibility of the bond stress evaluation using neutron diffraction in order to find a further capability of neutron diffraction for the structural engineering study on the reinforced concrete structure. Several peaks appeared in the bond stress distribution measured by neutron diffraction, showing the inhomogeneous bond variation along the embedded rebar. This result suggests that the neutron diffraction technique with high spatial resolution makes it possible to investigate local bond resistance caused by the transverse ribs. The bond stress distribution measured by the neutron diffraction technique is expected to bring detailed understanding of the bond mechanism between rebar and concrete for the reinforced concrete structure.

Introduction

The reinforced concrete (RC), which is widely utilized for various architectural and civil engineering structures, is well known as a composite structure, in which concrete with relatively low tensile strength and ductility is strengthened by reinforcements such as steel rods (rebars) with high tensile strength and/or ductility. In general, quantitative evaluation of bond resistance between rebar and surrounding concrete is important to discuss the performance of the RC structures [1-4]. In our previous studies, we have investigated the potential of the neutron diffraction technique for the stress measurement of rebar embedded in concrete as an alternative method to the conventional strain gauge. Our first relevant work was carried out using the engineering diffractometer RESA-1 in JRR-3 (Japan Research Reactor No. 3), and we demonstrated that the neutron diffraction technique can be a novel strain measurement method for rebar embedded in concrete [5, 6]. More recently, three-dimensional deformation behavior of the embedded rebar including the axial and transverse strains was successfully measured under pull-out loading using Time-of-Flight (TOF) neutron diffraction with the engineering diffractometer, TAKUMI in MLF (Materials and life Science Experimental Facility) of J-PARC (Japan Proton Accelerator Research Complex) [7]. Furthermore, it was demonstrated by some application studies using TAKUMI that the neutron diffraction technique is available to assess the bond deterioration due to rebar corrosion and crack generation in concrete [8]. As described above, our previous studies commonly discussed on the bond condition between rebar...
and concrete based on a change in the axial stress distributions along the embedded rebar measured by neutron diffraction. However, most of the papers investigating the bond strength for the RC structures have rather discussed on a change in the “bond stress distribution” rather than the axial stress distribution [9, 10].

The current study was, therefore, undertaken to evaluate the bond condition of the RC structure based on the bond stress distribution along the embedded rebar, in order to find further capability of neutron diffraction for the structural engineering study of the RC structure.

Experimental Procedure

RC Specimens. Figure 1 (a) shows a schematic illustration of the RC specimen used in this study. A ferritic steel deformed-bar with 9.53 mm in a nominal diameter, so-called D10 rebar, was embedded in cylindrical concrete with approximately 50 mm in diameter and 460 mm in length. The length of the bonded region is 320 mm, and an un-bonded region with 110 mm in length was artificially introduced at the loading edge of the specimen. This un-bonded region was utilized for determining the reference lattice parameter with stress-free condition. The boundary between bonded and un-bonded regions was defined as the origin of length scale (X=0). The maximum size of the mixed aggregates in the concrete was 13 mm in diameter. This specimen was cured in air for total 29 days before the neutron experiment, i.e. first 14 days at ambient condition and last 15 days in a constant temperature (20±1 °C) and humidity (60±5 RH%) room. The compressive and tensile strengths of concrete cured in air for 50 days under the same condition as the reinforced concrete specimen were measured as a reference to be 34.6 MPa and 2.79 MPa, respectively. The specimen was mounted on the pull-out loading device which consists of a hydraulic center-hole jack, a center-hole load cell and coil spring, as shown in Fig. 1 (b).

Neutron Experiment. The engineering diffractometer, TAKUMI [11], installed at BL19 in MLF of J-PARC was employed in this study. Figure 1 (c) shows the schematic layout of TAKUMI for the stress measurement of rebar embedded in concrete. This is an energy dispersive neutron engineering diffractometer, which measures energy spectrum diffracted from a sample when irradiating with white pulsed neutrons at 25 Hz generated in the mercury target. The incident neutron beam was formed into a rectangular shape with 5 mm in width and 10 mm in height by using a gauge definition slit, irradiating the reinforced concrete specimen mounted on the loading device settled on a XYZθ positioner. The specimen with the loading device was oriented 45° to the incident beam, and therefore allowed us to measure the strains of rebar in the axial and transverse directions simultaneously using both detector banks installed at ±90°. The radial collimators for 5 mm gauge width were installed in front

Fig. 1 Schematic illustrations of (a) sample used in this study, (b) load frame and (b) measurement configuration of TAKUMI.
of each detector bank, resulting in the gauge volume of 5×5×10 mm³. The diffraction patterns were measured at 5 mm intervals in minimum along rebar over the length of 250-300 mm including the first 50 mm un-bonded region under different pull-out loadings, i.e. approximately 125 MPa and 248.5 MPa. The detailed descriptions of the experimental condition including the sample preparation can be found in the reference [7].

Data Analysis. The average lattice constants, a in the axial and transverse directions were determined by multiple-fitting over 15 peaks from the 110 to 431 reflections by the Rietveld refinement software, Z-Rietveld [12]. The axial stress in a rebar axis, σₐ was calculated using the strains in the axial and transverse directions of rebar in assumption of equiaxial-stress condition [7]. On the other hand, the bond stress, τ is equivalent to the shear stress acting at the boundary between rebar and concrete, expressed by following equation,

$$\tau = \frac{A}{\pi D} \frac{d\sigma_s}{dX} = \frac{D}{4} \frac{d\sigma_t}{dX}, \quad (1)$$

where, A and D indicate a nominal cross-sectional area and a nominal diameter of rebar, respectively. According to Eq (1), the bond stress distribution can be obtained by making a differential curve of the axial stress distribution. In this study, the binomial smoothing was, at first, applied to the measured axial stress distribution to reduce the influence of data scattering, and then the bond stress distribution was obtained by plotting slopes fitted within a range of neighboring data in the smoothed axial stress distribution, as a function of the axial position of rebar.

The average bond stress was, in our previous studies [5-8], roughly calculated by Eq (1) with the slope of the axial stress distribution within a range of the anchorage region, approximately estimated by eye. In contrast, it was obtained accurately in this study normalizing the area of the bond stress diagram in the anchorage region by its length.

Results and Discussion

Figure 2 shows the axial stress distributions and corresponding bond stress distributions along the embedded rebar in concrete under two different pull-out loadings, i.e. σₐp=125 MPa and 248.5 MPa. Figure 2(a) exhibits the axial stress distribution with a spatial resolution of 5 mm in minimum, showing typical stress variation for the RC structure under pull-out loading as an increase in the tensile stress towards the end of the bonded region (X=0 mm). In addition, compressive residual stresses generated due to drying shrinkage of concrete can be found in the bonded region. The bond stress distribution derived from the smoothed axial stress distribution is shown in Fig. 2(b). Lengths of the anchorage region can be predicted to be about 85 mm for σₐp=125 MPa and about 145 mm for σₐp=248.5 MPa, and the average bond stresses are calculated to be about 6.4 MPa and 5.9 MPa, respectively. These values are different from rough estimation in our previous study [7], but more reliable since the bond stress distribution obtained here assists to determine these values accurately. On the other hand, several peaks can be

![Fig. 2](image-url)  (a) Axial stress and (b) bond stress distributions with 5 mm in spatial resolution. Average error bar of the measured axial stresses is ±22 MPa.
found in the bond stress distribution with about 20 mm in intervals. Since the error bars of the bond stresses are estimated to be more than ±10 MPa, the oscillations in Fig. 2(b) is suspected to be given by the scatter in the axial stresses. However, the cyclic variation showing similar pattern regardless of the applied stresses may be rather associated with ribs regularly distributed along rebar. To know the reason why several peaks appear in the bond stress distribution, therefore, following discussions are made based on the geometrical relationship between the transverse rib and measurement positions.

Figure 3 (a) shows the axial stress distribution with 10 mm in a spatial resolution, extracted from the original axial stress distribution shown in Fig. 2(a). The bond stress distribution obtained here looks similar pattern to the variation of Fig. 2(b), but showing some broader peaks. The average bond stresses are calculated to be about 5.8 MPa for both applied stresses, which are slightly smaller than those derived from the bond stress distribution with 5 mm in a spatial resolution. On the other hand, Fig. 4 (a) shows the axial stress distribution with the same spatial resolution of 10 mm, but it is 5mm offset from that in Fig. 3(a). As shown in Fig. 4(b), the bond stress distribution derived from the axial stress distribution has no peaks, which is clearly different from the variations shown in Figs. 2(b) and 3(b). The average bond stresses are calculated to be about 5.8 MPa for $\sigma_{ap}=125$ MPa and about 5.6 MPa for $\sigma_{ap}=248.5$ MPa, which are similar value to those in former case with 10 mm in a special resolution. Comparing the average bond stresses for all cases with different special resolutions, it can be confirmed that they agree within less than 1.0 MPa, regardless of the special resolution.

The results showing different trend of the bond stress distribution can be explained by the position relationship between the transverse ribs and measurement positions, as represented in Fig. 5(a). The distance between transverse ribs of D10 rebar is approximately 6.7 mm. If the rib position coincides with the measurement position at $X=10$ mm, they are approximately overlapped every 20 mm when measuring the axial stress distribution with 5 mm in a spatial resolution, as shown in (i) in Fig. 5(a). Simply assuming a step-like axial stress distribution along the embedded rebar, the axial stress
distribution measured with 5 mm in a spatial resolution can be represented by the red line in the bottom figure of Fig. 5(a). In this case, unchanged flat variation can be observed every 20 mm, which brings a decrease in the bond stresses at corresponding positions. This simple model can approximately demonstrate the bond stress distribution shown in Fig 2(b). On the other hand, if the stress distribution is measured with 10 mm in a spatial resolution starting from \( X = 5 \) mm, the measurement positions cannot be overlapped with the rib positions at all (see (ii) in Fig. 5). In this case, the axial stress distribution fluctuates every 10 mm, showing similar trend to the case (i) in Fig. 5(a) but lower resolution, resulting in broader peaks in the bond stress distribution as shown in Fig. 3(b). If starting measurement from \( X = 0 \) mm with 10 mm in a spatial resolution, on the other hand, the measurement positions can be overlapped with another ribs every 20 mm, as shown in (iii) in Fig. 5. In this case, the axial stress distribution behaves similar trend to the case (ii) in Fig. 5(a), but seems to be shifted by 5 mm. Therefore, the bond stress distribution in Fig. 4(b) shows slightly different from that in Fig. 3(b). Considering above mechanisms, neutron diffraction can investigate local bond resistance taking advantage of higher spatial resolution than the strain gauge method. According to Fig. 5(b), the horizontal bearing force, \( F_H \) on the rib face is estimated to be smaller than the friction force, \( f_H \) on a straight part of rebar because of higher axial restriction of deformation around the transverse rib by the surrounding concrete. Therefore, lower and higher bond stresses in Fig. 2(b) are considered to be derived from the friction force, \( f_H \) and the horizontal bearing force, \( F_H \), respectively.

**Summary**

In the present study, the capability of the neutron diffraction technique for the structural engineering studies on the reinforced concrete structure was discussed based on the bond stress evaluation between rebar and concrete. Several peaks appear in the bond stress distribution measured by neutron diffraction, showing the inhomogeneous bond variation along the embedded rebar. The horizontal bearing force on the rib face might increase the bond resistance around the transverse ribs, increasing

![Fig. 5](image)

**Fig. 5** (a) Schematic relationship between transverse rib and measurement positions and schematic diagram of the axial stress distribution estimated for each spatial resolution. (b) Schematic illustration of force working around a transverse rib.

the bond stresses locally. On the other hand, lower bond stresses are considered to be derived from weaker friction force acting at the straight part of rebar between transverse ribs. This result suggests that neutron diffraction technique with high spatial resolution can investigate local bond resistance caused by the transverse ribs. The bond stress distribution measured by the neutron diffraction technique is expected to bring detailed understanding of the bond mechanism between rebar and concrete for the reinforced concrete structures.
The absorption coefficient of concrete is approximately 0.5 cm\(^{-1}\) which is about a half of iron one [5]. For the future, to use deuterated concrete would decrease the transmission and allow higher spatial resolution and allow us to see more detailed cyclic variation associated with the ribs.

The neutron diffraction experiments were performed using the TAKUMI engineering diffractometer at the J-PARC/MLF with the approval of the J-PARC Center as Proposal No. 2012B0058.
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Abstract. The “Shrink-fit ring and plug” system is known in the residual stress neutron community mostly due to the VAMAS Round Robin specimens, that were measured by most of the neutron residual stress instruments worldwide. This standard, however, can be challenging for some low flux instruments and considerable beamtime and efforts are required to accomplish measurements accordingly to the measurement protocol. Theoretically, the residual stress distribution is not simple, being neither plain stress nor plain strain, and essentially it is a 3D distribution with a large gradient toward the flat cut, especially for the axial component. Another “shrink-fit ring-and-plug” system is being considered, namely bi-metallic coins. With an easier zero plane stress state, they represent another potential candidate for a standard. Bi-metallic coins are in current circulation in many countries of the world. In the given study we report on an assessment of the residual stress state of 7 different bi-metallic coins measured by means of neutron diffraction to reconstruct the full stress state. The magnitudes of the stresses in the specimens were different obviously due to differences in the coinage process and materials in use. While in some cases residual stresses are weak and therefore difficult to measure accurately, in some cases stresses reach ~100 MPa. Although question in variability of the coinage process through years and within series is still debatable, tight standards and tolerances of the mint industry suggest the probability of consistency in the residual stress state making bi-metallic coin an interesting alternative to the VAMAS ring-and plug standard..

Introduction

The so-called VAMAS shrink-fit “ring-and-plug” sample [1] has been used over the last decade as a standard round-robin sample by the neutron community for the purpose of standardization and instrument calibration. The idea was so successful that all existing, newly built, or upgraded stress scanners made measurements of this sample, usually during commissioning. Collected data is commonly among the very first results, as in the case of residual stress diffractometer KOWARI at ANSTO [2]. Despite this success, there were few drawbacks with this approach:

- There were only two samples made and although they can become available within reasonable time, the associated logistics and mailing samples around the world without risk of losing them is problematic.
- Although aluminium barely activates during a normal neutron diffraction experiment (transmission tomography can be different!) moving samples that have been irradiated across borders can be problematic.
- The samples were produced in one single and unrepeated process, there is a seriously challenging problem if someone wishes to reproduce them exactly; there were some unsuccessful attempts in the past to make copies.

There are also problems of a scientific nature and related to the experimental process:

- The samples are made of aluminium alloy AA7050. Although this has the advantage of providing high penetration and low stiffness, both good for neutron strain measurements, aluminium is a weak scatterer, therefore for some residual stress diffractometers with moderate performance it is a challenging task to carry out the prescribed measurement programme in full. As a consequence
incomplete data sets were collected on some instruments, while on other beamlines spatial resolution or accuracy was sacrificed to have measurements done within reasonable experimental time.

- Another drawback of AA7050 alloy is that it is anisotropic and special efforts must be made to keep it under control and separate measurements of a specially made d₀ sample (a stand-alone plug sample) should be performed slowing down the overall experiment.
- With overall dimensions 50 mm diameter and 50 mm height, the residual stress state is not simple, neither plane-strain state, nor plane stress state. In general, a gradient along the axis of the cylinder is present for strains and stresses. It is especially pronounced for the axial stress component which changes from a maximum value in the mid-height to exact zero at the top and bottom surfaces. Thus, results of the measurements, in principle, depend on the experimental setup and how measurements were executed, e.g. on the exact shape and size of the gauge volume.

In an attempt to overcome these drawbacks, a much simpler standard sample can be envisaged. It should be made of a better neutron scatterer, still with sufficiently low stiffness and it should have a highly symmetric shape, like the VAMAS sample, cylindrical. If the sample is to comply with the plane stress condition, then to have a 2D shrink ring-and-plug system made of copper (or steel), a few mm in thickness and 30-40 mm in diameter would be a good candidate. Such systems are available in mass-production and they are bi-metallic coins. They are produced in almost all countries around the world from similar materials in similar size, though technologies of their production are expected to be different and undisclosed.

The aim of this study is to investigate residual stress in bi-metallic coins, using several easily obtainable candidates, and to assess how reasonably they can be used as standard specimens. The issues to investigate are

- How strong are the residual stresses in the coins? It is difficult to measure weak stresses since very small strain/stress error bars should be experimentally achieved.
- Is the material very anisotropic and should a special d₀ be a part of the measuring programme?
- How uniform is the material? Since stamping of the surface image (relief) is not uniform, it can potentially induce non-uniformity in the stress state that should be avoided.
- Although there are expectations of tight standards and tolerances in the mint industry, can the consistency of minting technology and variability in the residual stress state (through years of minting and within the same year) be addressed and satisfactorily resolved in an experimental manner?

This is a first of the kind study on bi-metallic coin residual stress since no experimental results are available up to now. Beyond the particular consideration of bi-metallic coins as a stress standard, this work brings a new characterisation of these every-day objects.

**Principles of bi-metal coin production (minting)**

The production process starts with punching coin blanks to be the ring and core/plug. A hole is also punched through a blank to produce a ring, whose diameter is accurately sized to fit inside the ring. The blank of the plug is also treated specially by adding a groove all the way around the edge e.g. by milling. The stamping (or double stamping) finally fixes the two parts of the assembly together and the force of the stamping plunger is adjusted to provide conditions for material of the inside edge of the ring to be pressed into the groove, locking the two parts into place (Fig. 1).

The different materials with different elastic and plastic properties, different sizes of ring and plug, different groove designs and tolerances are...
reflected in different accumulated stresses. Although the locking mechanism by groove is partially responsible for the integrity of a bi-metallic coin, the residual stress should be generally present and also play a role.

**Samples and materials**

A number of bi-metallic coins were selected for the current study of the residual stresses and their details are given in Table 1. All selected coins are made from copper alloy of a certain kind (with few exceptions for the ring material) and all fall into a very narrow interval of sizes: 26 – 28 mm diameter.

**Experimental: principles**

Due to the plane stress condition the stress state of a bi-metallic coin with outer radius $b$ and inner

<table>
<thead>
<tr>
<th>Coin</th>
<th>Description</th>
</tr>
</thead>
</table>
| UK2: 2 pound coin (UK) | Mass = 12 g; Diameter = 28.4 mm; Thickness = 2.5 mm  
   Outer ring: Nickel-brass (76% Cu, 20% Zn and 4% Ni)  
   Centre: Cupro-nickel (75% Cu, 25% Ni)  
   Years of minting: 1997–present |
| CAN2: 2 dollar coin, “toonie” (Canada) | Mass = 7.30 g; Diameter = 28 mm; Thickness = 1.75 mm  
   Outer ring: 99% Ni  
   Inner core: aluminium bronze (92% Cu, 6% Al, 2% Ni)  
   Years of minting: 1996–present |
| SA5: 5 Rand coin (South Africa) | Mass = 9 g; Diameter = 26 mm; Thickness = 2.8 mm  
   Outer ring: Copper-Nickel  
   Inner core: brass  
   Years of minting: 2004–present |
| TW20: 20 Yuan coin (Taiwan) | Mass = 8.5 g; Diameter = 26.85 mm; Thickness = 2.15 mm  
   Outer ring: Aluminium-bronze  
   Inner core: copper-nickel  
   Years of minting: 2001–present |
| MEX10: 10 Pesos coin (Mexico) | Mass = 10.329 g; Diameter = 28 mm; Thickness = 2.3 mm  
   Outer ring: Aluminium-bronze  
   Inner core: Copper-nickel-zinc (65% Cu, 10% Ni, 25% Zn)  
   Years of minting: 1997–present |
| Rus10: 10 Rouble coin (Russia) | Mass = 8.4 g; Diameter = 27 mm; Thickness = 2.1 mm  
   Outer ring: Brass  
   Inner core: Copper-nickel  
   Years of minting: 1992–present |
| AUS5: 5 dollar coin (Australia) | Mass = 10.6 g; Diameter = 28.12 mm; Thickness = 2.6 mm  
   Outer ring: Austenitic stainless steel  
   Inner core: Aluminium bronze  
   Years of minting: 1988–Present |
radius $a$ is extremely simple

$$\sigma_{\text{ring}}(r) = \frac{1}{(K^2 - 1)} \left( 1 - \frac{b^2}{r^2} \right), \quad \sigma_{\text{plug}}(r) = \frac{1}{(K^2 - 1)} \left( 1 + \frac{b^2}{r^2} \right), \quad \sigma_a(r) = 0; \quad (1)$$

$$\sigma_r(r) = -p, \quad \sigma_h(r) = -p, \quad \sigma_a(r) = 0; \quad \sigma_{\text{plug}}(r) = -p, \quad \sigma_{\text{plug}}(r) = 0; \quad \sigma_{\text{plug}}(r) = 0; \quad (2)$$

where $K = b/a$ and apart from the geometric dimensions is characterized by only one parameter $p$, a pressure on the plug. Stress-strain relationships are also simplified to

$$\sigma_h(r) = \frac{E}{(1 - \nu^2)(1 - 2\nu)} (\varepsilon_h + \nu \varepsilon_r);$$

$$\sigma_r(r) = \frac{E}{(1 - \nu^2)(1 - 2\nu)} (\varepsilon_r + \nu \varepsilon_h);$$

$$\varepsilon_a = \frac{\nu}{(1 - \nu)} (\varepsilon_h + \varepsilon_r); \quad (3)$$

In principle, for full reconstruction of the stress state, the stress measurement of the inner core is sufficient. Experimentally, the measurement programme might vary depending on assumption regarding $d_0$ anisotropy:

(EXP1) If a $d_0$ isotropy assumption is made, the experiment can be carried out non-destructively. The measurements of the central core involve detection of the two principal directions, hoop/radial and axial, from which by applying the condition of the axial component to be zero, the hoop/radial stress component and $d_0$ can be resolved.

(EXP2) If, however, $d_0$ is assumed to be anisotropic, the stresses can be resolved only in a destructive way. The experimental programme of the central core then involves detection of the two principal directions, hoop/radial and axial, each measured in loaded (intact coin) and unloaded (the central core is removed from the ring). Thus two principal elastic strains can be derived from the pair of measurement and the hoop/radial stress component can be calculated.

In both cases, due to the uniform stress state in the plug (Eq. 1, no radial dependence, only uniform pressure $p$), measurements with an elongated gauge volume can be used reducing overall measurement time in this way and/or improving counting statistics. With the thickness range of the coins of 1.75 to 2.6 mm, and core diameters at least 15 mm, a gauge volume with dimensions $1 \times 1 \times 10$ mm$^3$ seems the most adequate. Thus, measurements of the two directions (in transmission and reflection geometry) are easily possible, even for moderate performance neutron stress scanners.

**Experimental: neutron diffraction setup**

Neutron residual stress measurements of bi-metallic coins were performed on the KOWARI neutron diffractometer at OPAL research reactor at ANSTO [2]. For all coins the Cu(311) reflection was used at 90°-geometry employing a neutron wavelength of $\lambda = 1.54$ Å. Because different alloys had slightly different lattice spacings, there was a natural variation in the exact position of the diffraction peak, but all of them were within range of ±1°.

A gauge volume with size of $1 \times 1 \times 10$ mm$^3$ was consistently used since it could be positioned within each and every coin central core. Not just one, but 5 locations (exact centre, ±3 mm, ±6 mm) were systematically measured for each coin to assess uniformity and statistical variations of the material of the plug with measurement times of 3 minutes. The high flux of KOWARI, optimised for this wavelength, yielded 50 - 60 µstrain accuracy on average or ~7-8 MPa in terms of calculated stresses.

**Experimental: results and data analysis**

The study has been performed in several steps:
First, the attempt was made to conduct a non-destructive experiment (EXP1), i.e. the inner core part was measured in two directions, hoop/radial and axial, to assess elastic strain anisotropy. The experimental results are presented in Fig. 2. As can be seen from the diagram, three out of seven coins demonstrate tension of the core. As this is a non-physical result, but rather an artefact of the data treatment, the assumption of isotropic \( d_0 \) is not viable for the majority (if not all) of the coins.

Secondly, a full, but destructive analysis (EXP2) was performed next. The two principal directions, hoop/radial and axial, were measured in two states, intact and free, where the central core is removed from the ring. Stresses were calculated with properly measured \( d_0 \) and are shown in Fig. 3. They are quite different from those shown in Fig. 2: with \( d_0 \) taken correctly into account, all stresses are compressive, as expected.

Due to the significant anisotropy in coin UK2, additional measurements were made on it to assess in-plane anisotropy, uniformity and reproducibility. The dependence of the lattice d-spacing on the in-plane direction is shown in Fig. 4 (left) and indicates no in-plane anisotropy and non-uniformity, thus the cylindrical symmetry of coin is confirmed for this specimen. In comparison, the aluminium alloy AA7050 exhibits much larger degree of in-plane \( d_0 \) anisotropy presented in Fig. 4 (right) inherited from the plate rolling process. To address the question of reproducibility, two UK2 coins were compared in intact conditions, from minting years 2002 and 2008, and within error bars they provided the same result. However, this coin is not the best sample to be used to check reproducibility of stress since the magnitude of stress turned out to be close to zero.
Discussion
A big discrepancy between Fig. 2 and 3 clearly shows that the anisotropy in \( d_0 \) must be taken into account to obtain correct stress values and obtain physically meaningful results. Only then stress calculations result in the compressive state of the central core.

The selected set of seven coins revealed a significant variability of stresses ranging from near to zero stress in UK2 and AUS5 coins, to very low stress of \(~5-10\) MPa for coins CAN2, MEX10, SA5 and RUS10, to the highest stress of \(-22 \pm 4\) MPa for TW20 coin. Based on the results collected from this coin selection, coin TW20 can be considered the best candidate providing high stresses that can be easily measured. Considering the bi-metallic system as a whole, the stresses in the ring reach even higher values which can be demonstrated within the elastic model expressed in equations (1)-(2). The results of these calculations are given in Fig. 5.

The following considerations may suggest using the TW20 coin as a local/alternative standard:

- Stress measurements in the plug can be done extremely fast with an elongated gauge volume, e.g. \(1 \times 1 \times 10 \, \text{mm}^3\), achieving a good accuracy of \(5-7\) MPa. Only two directions are required to be measured and anisotropy of \( d_0 \) is reduced to only two values. This cylindrical symmetry is more advantageous than the angular dependence of \( d_0 \) for the VAMAS sample.

- More advanced and complete measurements can be also considered as a part of the measurement programme with measurements of the ring requiring longer measurement times while using \(1 \times 1 \times 10 \, \text{mm}^3\) gauge volume. However, with stresses \(~150\) MPa, the accuracy of stress determination can be reduced to \(10-15\) MPa which is still within easily achievable measurement times.

- On KOWARI, the total measurement time of one coin, both central coin and outer ring, takes (approximately) one day versus one week of beamtime to measure the VAMAS sample.

Overall, the material of coin TW20 (copper), its dimensions (\(\varnothing 27 \, \text{mm}\) and thickness \(2.1 \, \text{mm}\)), the magnitude of stress, the uniformity and in-plane isotropy of the material, makes it the best candidate for being an alternative “ring-and-plug” standard suitable for fast neutron measurements.

Summary
Several bi-metallic coins were studied using neutron diffraction and their residual stress state was determined. For the coins the stress varied between a few MPa to \(-22\) MPa in the TW20 coin.

Due to the nature of the material and its thermo-mechanical treatment during processing, the \( d_0 \) anisotropy consistently occurs for all coins. Therefore, a ring and plug measurement, in the disassembled condition is required for a proper \( d_0 \) measurements and an overall stress analysis.

Although questions of anisotropy and uniformity and reproducibility were addressed, at least for coins of the UK2 types, a more systematic research is still required, namely for coins TW20, which so far are considered the best candidate for an alternative standard sample for fast and easy stress calibrations.
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Abstract. A new X-Ray diffraction (XRD) goniometer has been specially developed to nondestructively measure residual stress (RS) on the inner diameter (ID) of small holes in metal and ceramic components. The major advantage of this novel goniometer is its ability to perform RS measurements on the ID of small holes without the need to section the component, thus maintaining the integrity of the residual stress field inherent to the component of interest. This new patented XRD goniometer has been used on a wide variety of aerospace components on features such as holes in airframe/structural components, as well as fastener/bolt holes, air holes, and confined areas on rotating and non-rotating turbine engine components. In many instances, measurements can be performed at 2$\theta$ angles much lower than the widely accepted lower limit of approximately 130°. The selection of the actual Bragg angle used depends upon the material itself, the hole ID, and the thickness of the component. Results obtained indicate that the new goniometer can be used to measure RS on the ID of small holes with good accuracy and precision even at relatively low 2$\theta$ angles in the vicinity of 100°.

Introduction
Since the discovery of RS and its measurement early in the last century, measurement techniques have been evolving steadily [1]. Many techniques have been developed thanks to industry demand and specific needs [2]. Many RS measurement techniques exist and each generally requires a different experimental setup; laboratory equipment is often suitable for small parts, whereas portable systems are generally required for oversized parts. Moreover, the geometry of the XRD goniometer may vary to facilitate access to the measurement locations of interest on a component. Both Psi and Omega modes have been widely implemented on most current XRD RS measurement instruments. Omega mode is suitable for tight geometries such as grooves as may be found in the root of a gear tooth when measuring along the groove (i.e. parallel to the teeth), whereas Psi mode in turn is more adapted to measurements in the direction normal (perpendicular) to the groove (such as the opening of the groove permits). Each geometry has its advantages and disadvantages and each may be complementary in certain instances.

In this study, RS analysis will be extended to measurements on the ID of bolt holes in the hoop direction. Such measurements are applicable for both automotive and aerospace materials; this study includes examples on a Ni-Base super-alloy. For these applications, a new XRD instrument and goniometer were designed and fabricated that operate in Psi mode [3].
Stress Measurement Technique

Basic Principles. The x-ray diffraction technique uses the distance between crystallographic planes, i.e. the d-spacing, as a strain gage in a crystalline material. When the material is in tension, the d-spacing increases and when the material is in compression, the d-spacing decreases. The presence of residual stresses in a material produces a shift in the x-ray diffraction peak angular position that is directly measured by the detector [3]. The diffraction angle $2\theta$ is measured experimentally and the d-spacing is then calculated using Bragg’s law:

$$n\lambda = 2d \sin \theta$$  \hspace{1cm} (1)

Where: $\lambda$ is the wavelength of the radiation.

Diffraction peaks collected should have a sufficient peak/background ratio and a limited noise level. These will depend on the $\{hkl\}$ plane selected, the collection time, the size of the irradiated area and the material microstructure. Once the d-spacing is measured for unstressed $d_0$ and stressed $d$ conditions, the strain is calculated using either of the following relationships:

$$\varepsilon = \frac{(d - d_0)}{d_0} \hspace{1cm} \text{or} \hspace{1cm} \varepsilon = -\frac{1}{2} \cot(\theta) \cdot \Delta(2\theta)$$ \hspace{1cm} (2)

To improve measurement accuracy when determining $\Delta(2\theta)$, the $\theta$ angle selected should be close to $90^\circ$ (i.e. $2\theta \sim 180^\circ$). The widely published and agreed upon low limit for $2\theta$ is $130^\circ$; using $2\theta$ values below this will diminish $\Delta(2\theta)$ resolution and as such will result in a loss in RS measurement accuracy and a concomitant increase in experimental error. The plot in Figure 1 demonstrates the relationship between $\Delta(2\theta)$ for various $2\theta$ values. As $2\theta$ deceases so does the slope, indicating a reduced resolution in peak separation.

Sin$^2\psi$ Method. For the sin$^2\psi$ method, where a number of d-spacings are measured, stresses are calculated from an equation derived from Hooke’s law for isotropic, homogeneous, fine grain materials, $\psi$ is the angle subtended by the bisector of the incident and diffracted beam and the surface normal, and $\phi$ is the direction of stress measurement [4].

$$\frac{d_{\psi\phi} - d_0}{d_0} = \frac{1}{2} S_2^{hkl} (\sigma_{\phi} - \sigma_{33}) \sin^2 \psi + \frac{1}{2} S_2^{hkl} \sigma_{33} - S_2^{hkl} (\sigma_{11} + \sigma_{22} + \sigma_{33}) + \frac{1}{2} S_2^{hkl} \tau_{\phi} \sin 2\psi$$ \hspace{1cm} (3)

Where: $\varepsilon_{\psi\phi}$ is the strain at a given $\psi, \phi$ tilts, $\frac{1}{2} S_2^{hkl}$ and $S_1^{hkl}$ are the x-ray elastic constants of the material.
Materials and Measurement Conditions

The material of interest for this study is a Ni-base super-alloy. Three examples of surface conditions that can be found on the ID of machined holes were investigated as follows:

1. Hole drilled with no coolant.
2. Hole drilled with coolant.
3. Drilled, honed and shot peened hole.

Residual stress versus depth profiles were collected on the face of each of the machined holes using conventional XRD instrumentation and on the ID of the same holes using a new XRD instrument. The measurement conditions were as follows: 1) for the conventional instrument operating in Omega mode, the \{311\} diffraction plane was selected for measurements at \(2\theta = 151.9^\circ\) using Mn\(_{\alpha}\) radiation (\(\lambda = 2.1034\) Angstroms), and 2) for the new instrument operating in Psi mode, the \{311\} diffraction plane was selected for measurements at \(2\theta = 111.3^\circ\) using Co\(_{\alpha}\) radiation (\(\lambda = 1.7902\) Angstroms). Selection of the diffraction angle \(2\theta\) to be employed using the new instrument is predicated upon the diameter of the hole \(D\), and the thickness of the component \(W\). A geometric relationship can thus be established as seen in Eq. 4 and in Figure 2:

\[
\tan(\theta_{\text{max}}) = \frac{2D}{W}
\]  

(4)

For Ni-base super-alloys where the actual collimator and the detector size are taken into account, the optimal \(2\theta\) to use is \(111.3^\circ\). In this case, the ratio is: \(\frac{2D}{W} = 4\), \(2\theta_{\text{max}} = 152^\circ\), which is widely sufficient for this experiment. For other materials, the ratio may vary according to the Bragg conditions available for use and the component geometry.

In Figure 3, the RS on a Ni-base super-alloy turbine engine disk is being measured using: a) a conventional Omega mode instrument on the face of the hole, and b) using the new instrument in Psi mode on the ID of the same hole.
Figure 3: Measuring RS a) on the face of machined holes using a conventional XRD instrument and b) on the ID of machined holes using the new XRD instrument

Results and Discussion
Prior to performing RS measurements, the alignment of the instrument was verified using a stress free Ni powder as per ASTM E915 [5], as well as a known high stress proficiency standard. Microstructure characterization of the different processes revealed the following:

1. The hole drilled with no coolant exhibited severely distorted grains and undesirable microstructure near the hole ID surface.
2. The hole drilled with coolant exhibited only slightly distorted grains near the hole ID surface.
3. The drilled, honed and shot peened hole showed no signs of abusively machined material.

Figure 4 – Hole cross sections (ID to the left) of holes machined as follows: a) drilled with no coolant, b) drilled with coolant, and c) drilled, honed and shot peened.
The RS vs. depth results obtained on both the face of the hole, and the ID of the hole, can be seen in Figure 5. The results obtained on the ID of the machined holes were found to be much more effective for detecting the relatively thin tensile stressed layers inherent to the various machining and cold working processes applied. In the case of the hole drilled with coolant, RS that appeared compressive on the face of the disk, was found to be tensile on the hole ID. In the case of the hole drilled without coolant, the magnitude of the tensile RS found on the ID was much greater when compared to tensile RS found on the face of the disk. Thus, the very steep stress gradients produced by machining demand nondestructive measurement of RS on the ID.

![Figure 5](image)

*Figure 5: Stress vs. depth profiles a) on the face of machined holes using a conventional XRD instrument, and b) on the ID of machined holes using a new XRD instrument.*

Clearly, the new XRD instrument adapted for measurements on the ID surface was more effective in revealing the actual stress gradients present i.e., it was more effective in revealing the effect of each machining and cold working processes applied as well as the associated depth, sign and magnitude of undesirable tensile RS [6]. This ability is critical for the aerospace industry where accurate RS measurements are needed to help improve and optimize the machining and cold working processes applied to life limiting components so as to insure a long service life of such components.
The experimental errors associated with the $2\theta$ angles selected should be higher for low $2\theta$ and vice versa [1]. The magnitude of the experimental errors obtained in this study was deemed good given the magnitude of the RS present and the associated RS gradients observed [7]. The magnitude of the experimental errors were found to be dependent upon the RS levels measured, as well as the material condition and microstructural effects present in the hole that were investigated. A detailed methodology to successfully measure RS at a suitable Bragg angle ($2\theta$) was developed prior to applying it to real components. This methodology also employs a statistical approach where each measurement is reproduced to guarantee its accuracy.

Summary
New goniometer head geometry has been developed and successfully applied to a new instrument that can be used to measure RS on the ID of small holes nondestructively. Such measurements were heretofore impossible to execute without sectioning the component. The application of this technique on real components presented many challenges that were addressed using a new, high accuracy instrument (and associated methodology) to reliably measure RS on the ID of small holes. Moreover, the new instrument provided RS results that correctly characterized the actual RS state present on the disk hole ID where a conventional instrument failed. This new instrument thus opens the way to the accurate evaluation of RS on the ID of small holes which is of great interest to both industry in general, and to the aerospace industry in particular.

References
http://dx.doi.org/10.1007/978-1-4613-9570-6
Comparison of Residual Stress Measurement Techniques and Implementation Using X-Ray Diffraction

M. Belassel\textsuperscript{1,a}, J. Pineault\textsuperscript{1,b}, N. Caratanasov\textsuperscript{1}, M. Brauss\textsuperscript{2,c}

\textsuperscript{1}Proto Manufacturing Limited, 2175 Solar Crescent, Oldcastle, Ontario, Canada
\textsuperscript{2}Proto Manufacturing Inc., 12350 Universal Drive, Taylor, Michigan, 48180, USA
\textsuperscript{a}mbelassel@protoxrd.com, \textsuperscript{b}xrdlab@protoxrd.com, \textsuperscript{c}mbrauss@protoxrd.com

Keywords: Residual Stress, X-Ray Diffraction, Measurement Technique, Geometry

Abstract. Regardless of the particular residual stress (RS) measurement technique being used, all are based on the same basic principles when using x-ray diffraction (XRD). Every technique has both its advantages and disadvantages, many of which are well known to engineers and scientists however, some of the important “finer points” are unfortunately not widely discussed or known by those not well versed in the subject. This paper will try to bring to light many of these commonly misunderstood issues by comparing the different techniques and attempt to illuminate the associated problems a user may encounter when measurements become challenging i.e. when RS measurements are to be performed in tight grooves or on textured materials for example. In this study, different techniques including the: \( \text{Cos} \alpha \) technique, MET (used in Psi, Omega, or Modified Psi mode) have been evaluated and tested on a variety of materials and geometries.

Introduction
RS measurements using XRD techniques were first performed as early as 1925 [1]. Since then, measurement techniques and equipment slowly evolved in the following decades and major improvements were realized in the 1970s and the 1980s. Many RS measurement techniques based on XRD have been developed and implemented on a variety of instruments that are widely used in industry and academia today. As the use of XRD became more widespread in the 1950s, a technique called the Single Exposure Technique (SET) was commonly used however, it had very limited accuracy and did not work well on materials that did not possess a near random grain orientation distribution. Furthermore, the SET used only 1 data point, and relied on precise knowledge of the unstressed lattice spacing which was often difficult to determine experimentally with sufficient accuracy on the actual components or samples under investigation. As such, the quality of the data was very difficult to assess because non-linear relationships cannot be observed with only 2 data points. Due to the inherent limitations of the SET, scientists and engineers developed a new technique called the Multiple Exposure Technique (MET) which uses many more data points resulting in high confidence RS measurement results that do not rely on knowing the unstressed lattice spacing a priori [2]. Since then, many related standards have been developed, accepted and applied to the measurement of RS via XRD worldwide.

In this study, different techniques including the: \( \text{Cos} \alpha \) technique, MET (used in Psi, Omega, or Modified Psi mode) will be evaluated and tested on a variety of materials and geometries. This paper will emphasize the different findings and the limitations associated with each of the techniques evaluated.

Principles
\textbf{Generalized technique:} these principles apply to MET when used in either Omega or Psi mode. The XRD technique uses the distance between crystallographic planes, i.e. d-spacing, as a strain gage and can only be applied to crystalline, polycrystalline and semi-crystalline materials [2]. When the material is in tension, the d-spacing increases and when the material is in compression, the d-spacing...
decreases. The presence of RS in the material produces a shift in the XRD peak angular position that is directly measured by the detector [3]. For a known x-ray wavelength $\lambda$ and $n$ equal to unity, the diffraction angle $2\theta$ is measured experimentally and the d-spacing is then calculated using Bragg’s law:

$$n\lambda = 2d \sin \theta$$

(1)

Where $\lambda$ is the wavelength of the radiation. Once the d-spacing is measured for unstressed ($d_0$) and stressed ($d$) conditions, the strain is calculated using the following relationship:

$$\varepsilon = (d - d_0)/d_0$$

(2)

For the $\sin^2\psi$ method where a number of d-spacings are measured, stresses are calculated from an equation derived from Hooke’s law for isotropic, homogeneous, fine grain materials:

$$
\varepsilon_{\psi\psi} = \frac{1}{2} S_2 (\sigma_\psi - \sigma_{33}) \sin^2 \psi + \frac{1}{2} S_3 (\sigma_{11} + \sigma_{22} + \sigma_{33}) + \frac{1}{2} S_3 \tau_\phi \sin 2\psi
$$

(3)

Where, $\frac{1}{2} S_2$ and $S_3$ are the x-ray elastic constants of the material, $\sigma_\psi$ is the stress in the direction of the measurement $\psi$, $\psi$ is the angle subtended by the bisector of the incident and diffracted x-ray beam and the surface normal, and $\varepsilon_{\psi\psi}$ is the crystallographic strain at a given $\psi$ tilt, see figure 1.

The main difference between the Omega and Psi modes can be seen in the defocusing effects observed at high $\psi$ angles. RS measurements performed in Psi mode are relatively insensitive to defocusing errors when compared to Omega mode. The increased defocusing effect and associated errors observed in Omega geometry can be mitigated by employing two detectors which can be used to minimize the magnitude of negative $\psi$ angles employed in a RS measurement and thus minimize defocusing errors. At the same time, care must be taken in the selection of the incident x-ray beam size to limit both defocusing and beam divergence errors [2]. Moreover, Psi mode offers a constant absorption of x-rays for all $\psi$ tilts due to the constant x-ray path whereas, in Omega mode the absorption varies with the $\psi$ tilt angle and requires a correction. The depth of penetration is very similar for both modes except at high $\psi$ tilt angles [4].

**Modified Psi.** When working in Modified Psi mode which is a special geometry set-up convenient for vertical beam direction, the x-ray
beam is perpendicular to the surface of the sample and the diffracting \{hkl\} planes lie in a plane with an angular offset of \((180-2\theta)/2\) and the \(\psi\) angles for each plane vary with the inclination, see figure 2. In this case, for each normal to the \{hkl\} plane, the \(\phi\) and \(\psi\) are a function of the goniometer tilt angle as shown in Eq. 4. The relationship between the \(\beta\), \(\chi\), \(\psi\), and \(\phi\) angles are shown in Eq. 4 and Eq. 5.

\[
\cos \psi = \cos \beta \cos \chi \tag{4}
\]

\[
\cos \phi = \frac{\sin \beta \cos \chi}{\sin \psi} \tag{5}
\]

Where \(\beta\) is the tilt angle and \(\chi\) is the offset angle between the incident beam and the bisector of incident and diffracted beams. The derived Eq. 6 is shown as follows:

\[
\begin{align*}
\varepsilon &= \frac{1}{2} S_2 (\sigma_{11} \sin^2 \beta \cos^2 \chi + \sigma_{22} \sin^2 \chi) \\
&\quad + \frac{1}{2} S_2 (\tau_{12} \sin \beta \sin 2\chi + \tau_{13} \sin 2\beta \cos^2 \chi + \tau_{23} \cos \beta \sin 2\chi) + C
\end{align*}
\tag{6}
\]

The technique does not provide a direct measurement of the shear stress which is necessary when dealing with curved surfaces and non uniform processes applied to heterogeneous materials. This technique also requires two detectors at opposite \(\phi\) angles [5]. The most accurate measurement for this configuration is a triaxial measurement where tilt angles \(\psi\), \(\phi\) can be correctly used as in the \(\sin^2 \psi\) method [6].

**Cos(\(\alpha\)) method.** This method uses the diffraction ring (also called the Debye Ring) where the position of the peak at each angle \(\alpha\) around the ring is measured [7]. This special set-up which doesn’t require any change in the incident angle. Using the relationship between the derived strains in Eq. 7 and Eq. 8, one can plot the strain as a function of \(\cos \alpha\) to calculate the normal stress \(\sigma_{11}\) and as a function of \(\sin \alpha\) to calculate the shear stress \(\sigma_{12}\).

The constitutive equations are as follows:

\[
\varepsilon_{\alpha_1} = \frac{1}{2} \left[(\varepsilon_{\alpha} - \varepsilon_{\pi + \alpha}) + (\varepsilon_{-\alpha} - \varepsilon_{-\pi - \alpha})\right] = \frac{1}{2} S_2 \sigma_{11} \left[\sin^2 (\psi_0 - \eta) - \sin^2 (\psi_0 + \eta)\right] \cos \alpha \tag{7}
\]

\[
\varepsilon_{\alpha_2} = \frac{1}{2} \left[(\varepsilon_{\alpha} - \varepsilon_{\pi + \alpha}) - (\varepsilon_{-\alpha} - \varepsilon_{-\pi - \alpha})\right] = \frac{1}{2} S_2 \tau_{12} (\sin 2\eta \sin \psi_0) \sin \alpha \tag{8}
\]

Where \(\psi_0\) is the inclination of the sample relative to the goniometer, \(2\eta\) is the angle subtended by the incident beam and diffracted beam, and \(\varepsilon_\alpha\), \(\varepsilon_{\pi + \alpha}\), \(\varepsilon_{-\alpha}\) and \(\varepsilon_{-\pi - \alpha}\) are the measured strains from sectors of the ring as shown on figure 3.

When using Eq. 7 and Eq. 8, it is necessary that symmetrically opposite peaks are available on the Debye Ring. It should be noted that \(\psi_0 \neq 0^\circ\) when using this technique. It is recommended to tilt the head in such a way that one side of the Debye Ring represents \(\psi\) angles close to \(0^\circ\), and the other side of the ring
represents $\psi$ angles as high as possible to better represent the strains present. The shear stress $\sigma_{12}$ provided by this technique is not of interest at this moment.

**Experiments**

Three samples were selected for RS measurement on the surface employing all of the aforementioned techniques. The samples were as follows: 1) a shot peened flat steel sample with a grooves that were flat at the bottom with nominal stress of -450±35 MPa, 2) an aluminum plate with low stress that exhibits some preferred orientation, and 3) a flat shot peened Ni-base alloy sample with a nominal stress of -1040±50 MPa. No measurements were performed with Psi and Modified Psi modes on this sample. The error reported is only 1Standard deviation.

In the case of the steel sample, RS measurements were collected in both the axial direction parallel to the grooves, and in the direction transverse to the grooves. The groove dimensions were as follows: Groove 1 (GR1): 2 mm wide by 1.5 mm deep, and Groove 2 (GR2): 2 mm wide by 2 mm deep. The most important parameters that determine the capability of any measurement technique and associated goniometer hardware to successfully measure RS in confined areas such as grooves are: 1) the angular opening between the incident beam and diffracted beam, and 2) the direction of $\psi$ tilting associated with the RS measurement. RS measurements were performed employing 4 different goniometers thus using all available geometries.

All of the RS measurements on the steel and aluminum samples were performed using Cr $k\alpha$ ($\lambda=2.291\text{Å}$) x-radiation diffracting from the $\{211\}$ plane at $156^\circ$ 2$\theta$, and the $\{222\}$ plane at $157^\circ$ 2$\theta$ respectively. RS measurements on the Ni-base alloy sample were performed using Cr $k\beta$ ($\lambda=2.08487\text{Å}$) x-radiation diffracting from the $\{311\}$ plane at $149^\circ$ 2$\theta$ when using the Cos($\alpha$) technique, and Mn $k\alpha$ ($\lambda=2.10314\text{Å}$) x-radiation diffracting from the $\{311\}$ plane at $152^\circ$ 2$\theta$ when using the other techniques. Table 1 lists the available angular tilt range $\psi$ for each technique using the diffraction conditions reported above. The aperture size used in the experiment was 1 mm except the cos a where the aperture was 2 mm. A mask is applied on the top around the groves to avoid any diffraction from those surfaces.

**Table 1: Goniometer capability and ranking for GR1:W:2 mm x D:1.5 mm, GR2:W:2 mm x D:2 mm**

<table>
<thead>
<tr>
<th>Goniometer Geometry/Mode</th>
<th>Technique</th>
<th>Angular opening (°)</th>
<th>Angle GR1 @$\psi=0$ (°)</th>
<th>Angle GR2 @$\psi=0$ (°)</th>
<th>Selection (Groove)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI</td>
<td>$\sin^2\psi$</td>
<td>24</td>
<td>33.7</td>
<td>26.5</td>
<td>Transverse</td>
</tr>
<tr>
<td>Omega</td>
<td>$\sin^2\psi$</td>
<td>48</td>
<td>33.7</td>
<td>26.5</td>
<td>Axial</td>
</tr>
<tr>
<td>Modified PSI</td>
<td>$\sin^2\beta$</td>
<td>48</td>
<td>33.7</td>
<td>26.5</td>
<td>Transverse</td>
</tr>
<tr>
<td>Debye Ring</td>
<td>$\cos\alpha$</td>
<td>48</td>
<td>33.7</td>
<td>26.5</td>
<td>None</td>
</tr>
</tbody>
</table>

As such, when measuring RS in the bottom of grooves it is desirable to have a goniometer (or 2 goniometers) that work in both Psi and Omega modes so as to enable RS measurements in two directions.

**Results and Discussions**

RS measurements were performed employing the 4 different goniometers. The results reported in table 2 indicate that the RS measurements in the axial direction were performed relatively easily in GR1 using all of the techniques. RS measurements performed in the transverse direction in GR1 were possible using Psi and Modified Psi with reduced accuracy due to the limited $\psi$ tilt range available. RS measurements in the transverse direction of GR1 were not possible using Cos$\alpha$ and Omega because of the very limited $\psi$ tilt range available in these geometries. Any result not within 2 standard deviation for each material is considered failed.
Table 2: RS measurement results on different head goniometer geometries and techniques.

<table>
<thead>
<tr>
<th>Goniometer Geometry/Mode</th>
<th>Technique</th>
<th>Direction</th>
<th>Steel sample GR1 (-470±70 MPa)</th>
<th>Steel sample GR2 (-450±70 MPa)</th>
<th>Al sample Low stress &lt;50MPa</th>
<th>Ni-Base alloy sample (-1040±100MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PSI</td>
<td>Sin²ψ</td>
<td>Axial</td>
<td>-524±19</td>
<td>-228±36*</td>
<td>+28±8</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trans</td>
<td>-526±15*</td>
<td>-204±26F</td>
<td>+1±10</td>
<td></td>
</tr>
<tr>
<td>OMEGA</td>
<td>Sin²ψ</td>
<td>Axial</td>
<td>-435±8</td>
<td>-475±5</td>
<td>+12±13</td>
<td>-1070±50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trans</td>
<td>F</td>
<td>F</td>
<td>-21±6</td>
<td></td>
</tr>
<tr>
<td>Modified PSI</td>
<td>Sin²β</td>
<td>Axial</td>
<td>-443±5</td>
<td>-596±11F</td>
<td>+18±12</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trans</td>
<td>-386±19*</td>
<td>-188±46F</td>
<td>+13±8</td>
<td></td>
</tr>
<tr>
<td>Debye Ring (2D detector)</td>
<td>Cosα</td>
<td>Axial</td>
<td>-485±42</td>
<td>-642±234F</td>
<td>-29±31</td>
<td>-719±50F</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Trans</td>
<td>F</td>
<td>F</td>
<td>-86±10F</td>
<td></td>
</tr>
</tbody>
</table>

Note: * indicates results were corrected after removing bad data points, F indicates a failed measurement, N/A indicates data not available.

For GR2, the RS measurements failed in all directions in all Modes except using Omega Mode in the axial direction. Omega-Mode is the only one that is capable of accurately measuring RS in the bottom of a very narrow, deep groove in the axial direction. In such cases, the beam size must be selected carefully and in some instances, a mask on top of the groove may be used to obtain reliable RS results. The success of Psi-Mode in the axial direction is related to the narrow angle opening between the beam and the detector (i.e. the high back reflection \{hkl\} selected in this particular instance). The Psi-Mode data was corrected after removing bad points at high ψ tilt angle. For Cosα, because of the ψ tilt angular range necessary to perform a reliable RS measurement, a portion of the Debye-Ring is masked (or shadowed) and the data obtained is rendered unusable i.e., when using the Cosα technique on GR2, high ψ angles are not an option so the data missing from the Debye-Ring renders the strain calculation useless (see Figures 4 and 5). As an analogy, this is equivalent to attempting to use Psi or Omega Modes to calculate the shear stress when all of the positive (or negative) ψ tilts are not available for the calculations.

One approach to making all the above techniques successful is to remove the material around the location of interest (i.e. the bottom of the groove) so as to expose the location of interest. The disadvantage to this approach is that the part must be sacrificed at the expense of the RS measurements and as such only non-production parts would be analyzed.
For the aluminum sample, all methods were capable of producing RS results within an acceptable range however, some scatter was observed due to the texture present in the material only, no size effect was observed during the measurements. The Cos\(\alpha\) technique had more difficulties and the measurements were repeated few times before a stress value could be calculated [8]. This is because of spotty data on the Debye Ring. This confirms the problem with the shadowing effect observed in the grooves. When looking at the slope of the data curve for a given RS value, the Cos\(\alpha\) technique has a reduced slope when compared to the other techniques [9]. This explains the high experimental errors in the RS values.

When perform RS measurements on the Ni-Base alloy sample, the Cos\(\alpha\) technique failed due to the weak peak intensity collected using Cr\(\text{k}\beta\) line. RS measurements using the Omega technique worked well however no measurements were performed with Psi and Modified Psi modes on this sample.

**Summary**

The results obtained indicate that amongst the various techniques applied to RS measurement, the MET using Sin\(^2\)\(\psi\) was capable of measuring RS on a wide variety of materials with different geometries and material conditions whereas the Cos\(\alpha\) technique was limited to isotropic materials and near flat surfaces. Moreover, the Omega-Mode was the only one that was capable of measuring RS in deep grooves in the axial direction. The use of Psi-Mode may be advantageous when tight constraints related to the geometry of the test specimen become an issue. The Psi-mode goniometer is preferred when compared to the Modified Psi-mode goniometer because the latter is more limited in terms of sample geometry constraints and the scattering vector is offset from the \(\psi\) tilt plane. For successful RS measurements on a wide variety of components as well as in confined spaces and complex geometries, a combination of Psi and Omega Modes are ideal. For the Cos\(\alpha\) technique to be viable for RS measurement, more development would be required to deal with scattered data on the Debye Ring and its various geometric limitations.
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Abstract. In order to introduce automatically the residual stresses field into a Finite Element model with complex geometry, a PYTHON code has been developed and linked to the software ABAQUS. A comparison between modelling and experiment is carried out by using X-ray diffraction analysis to determine the in-depth residual stress state of Ni-based alloy samples after shot peening.

Introduction
Most manufacturing industries perform mechanical surface treatments at the end of the manufacturing chain to reinforce relevant working parts. Shot peening is probably the most common of those processes. This treatment modifies the near surface of treated parts by introducing compressive residual stresses due to the repeated impacts of shots leading to an enhanced life.

The objective of this work is to simulate the residual stress state after shot peening, for mechanical parts with complex geometries (thin sheets, curved surfaces). It is part of an industrial collaborative project which one of the work packages consists in developing a complete simulation model of a structure made of a Ni-based alloy and submitted to cyclic loadings in service including the manufacturing process history.

Numerical Model
Introducing residual stresses in a Finite Element model. Several methods have been developed to introduce the stress-free strains into a Finite Element model [1]. Indeed, depending on the capabilities of the finite-element codes, it is possible to introduce the plastic deformation field and/or the stress field as initial conditions. Nevertheless these methods are not directly applicable if the geometry of the part is complex. They require some assumptions:

- The analytical technique used is available only if the geometry of the treated part can be reduced to a semi-infinite body. It means that the treatment is homogeneous, the treated surface is regular and the depth affected by the treatment (Δ in Fig. 1) is small (few hundred micrometers) compared to the other dimensions of the part (Δe, e.g. for sheet of thickness e).
- The computational technique implies that the geometry has to be plane in order to introduce in a convenient way the mechanical fields into the model.
A predictive model for complex geometries. Because the geometry of the mechanical part induces a rebalancing of the stresses, a model to predict residual stresses for complex geometries build with the analytical relationships for massive and plane geometries is proposed.

Considering that residual stresses arise from the incompatibility of plastic strains between each depth, it is possible to establish analytical relationships between residual stresses $\sigma$ and incompatible plastic strains $\varepsilon_p$ in the case of an isotropic semi-infinite plane geometry $[2,3]$ such as:

$$\varepsilon_p(z) = \begin{pmatrix} \varepsilon_p(z) & 0 & 0 \\ 0 & \varepsilon_p(z) & 0 \\ 0 & 0 & -2\varepsilon_p(z) \end{pmatrix} \text{ and } \sigma(z) = \begin{pmatrix} \sigma(z) & 0 & 0 \\ 0 & \sigma(z) & 0 \\ 0 & 0 & 0 \end{pmatrix} \text{ with } \varepsilon_p(z) = \frac{\nu-1}{E} \sigma(z). \quad (1)$$

Typical residual stresses (RS) and plastic strains (PS) profiles in shot peened massive and plane geometry are presented in Fig. 1.

![Figure 1. Typical residual stress and plastic strain profiles induced by shot peening in a semi-infinite body](image)

Because the hypothesis of a semi-infinite body can be made for most shot peened parts on a local basis, and since it is easy to get analytically $[1,2,4]$ or experimentally $[5,6,7]$ the RS profile for massive and plane geometry, a simplified approach is proposed for complex geometries by using the stress-free strains computed for the semi-infinite body (with the same peening conditions).

The approach consists in introducing into the Finite Element model an unbalanced stress field as initial stresses field: this field is computed thanks to the stress-free strains due to shot peening for a semi-infinite body; then it is transferred into the geometry of the part and will lead to the residual stress field after static equilibrium.

The computation is driven by analytical relationships proposed in the literature $[3]$. In a local coordinate system, the initial stress tensor is given by Eq. 2:

$$\sigma_0 = -2\mu e^p$$

where $\mu$ is the shear modulus.

**Implementation of the method.** In order to generate residual stress field automatically into a mechanical part, a PYTHON code has been developed and linked to the Finite Element software ABAQUS. This code proposes an efficient way to calculate the residual stress field induced by estimating the initial stress state for each integration point of the model.

The method is divided into three main stages:

- The depth of each integration point is computed by using nodes and elements data of the surface layer through the connectivity tables of the Finite Element model.

- Using SIGINI subroutine, initial stresses corresponding to the plastic strains that would exist in a semi-infinite body are introduced locally in a local coordinate system defined with the normal vector of the surface.
- Then a static equilibrium computation is performed. After this purely elastic computation, the result is the stress field due to shot peening in the mechanical part.

**Numerical Test Cases**

**Massive and plane geometry.** The first study focuses on a cube of size 10 mm as illustrated in Fig. 2. Only the top of the part is considered as a shot peened area. A random RS profile for the semi-infinite body (SIB) is used. The shot peened part is a Ni-based alloy (Inconel 718 DA) with an elastic isotropic behavior (elastic constants: $E = 210$ GPa, $\mu = 81$ GPa; mesh size: $1 \times 1 \times 10^{-2}$ mm$^3$ minimum).

![Figure 2. Comparison between the residual stresses within a semi-infinite body (orange line), the initial stresses introduced into the Finite Element model (dashed lines) and the residual stresses computed in the middle of the cube (red and green lines)](image)

It can be observed that the RS profile computed for the Finite Element model (so-called $\sigma_{xx}$ Residual stress in Fig. 2) is very close to the one of the SIB. It means the geometry is thick enough to be considered as a semi-infinite body. Hence the result from this preliminary study shows a good agreement with the theoretical expected results.

**Complex test cases.** The method has been also applied to several cases to ensure the numerical tool works when the geometry and/or the peening conditions become complex. Consequently the objective is to look at the initial stresses field within the part. We have to check if the initial stress gradient through the thickness is correctly described.

For instance, as illustrated in Fig. 3, we used three random peening conditions (it means three different RS profiles within a SIB). One area is considered as non-peened. We can notice that the initial stresses field introduced into the mechanical part is accurately described, especially in the sharp corner where the border through the thickness is equidistant to both surfaces of areas 3 and 4.

Besides, we performed successfully the same kind of computation for several other Finite Element models, with a more complex geometry: curved shapes (convex and concave), smooth and notched fatigue test specimen, etc.

For example, the numerical method has been proven successful in the case of a spring of 10 mm diameter. A random RS profile for the SIB is used. The entire surface of the part is considered as shot-peened, except the ends. Fig. 4 shows the results computed after the equilibrium computation.
Figure 3. Residual stress profiles within a semi-infinite body for three peening conditions (1,2,3) and preview of the associated initial stresses field introduced into the FE model (4)

Figure 4. Residual stress profile within a semi-infinite body (1), preview of the associated residual stresses field $\sigma_{xx}$ (2) and the Von Mises stress distribution (3)

However, the RS field become sometimes complex: it differs from the one that would be found in a semi-infinite body due to the geometry. Thus, even if the treatment is considered homogeneous and the surface regular, the global equilibrium of the structure may change the RS field. Hence we need experimental data to understand what occurs after the rebalancing of the stresses.

Modelling vs experiment

Experimental procedure. A Ni-based alloy (Inconel 718 DA) thin plate (75×25×5 mm$^3$) is homogeneously peened with cast steel shot S130 on one surface, with the following settings: F22-23A Almen intensity, 200% coverage. Then the study of residual stress state is performed.

Besides, the modelling approach is based on the knowledge of the RS profile through the thickness of a SIB. As we mentioned before, the hypothesis of SIB for a 10 mm thickness sample
seems reasonable. Thus the previous surface treatment is carried out on a thicker Inconel 718 DA plate (25×19×10 mm³).

**Comparison of residual stress states.** A characteristic residual stress profile after shot peening is achieved by using X-ray diffraction analysis. Material removal correction is evaluated using relationships derived from Moore and Evans method [8]. The main test parameters were as follows:
- χ goniometer (SEIFERT XRD 3000 PTS),
- Mn Kα radiation (30 kV and 20 mA),
- Rear Cr filter in front of P.S.D.,
- 2 Φ angles,
- 11 χ angles,
- Collimator giving a spot of 1.5 mm diameter,
- Family of diffraction planes: {311} at 2Θ = 150°.

Fig. 5 shows the experimental and modelling results of the residual stress state after shot peening. The 2 Φ angles equal to 0° and 90° represent respectively the transverse (TD) and longitudinal direction (LD) of the plate. The SIB profile (green line) is a polynomial interpolation between experimental data for the 10 mm sample. This curve is used to compute the initial stresses field. Then this field is applied to the Finite Element model of the 5 mm plate.

![Figure 5. Distribution of the residual stress below the surface of Inconel 718 DA alloy](image)

Residual stress profiles after equilibrium (FEM results) in both directions TD and LD are respectively presented with red dashed line and blue line, whereas experimental values are given by blue circles and red triangles. As a matter of fact, the Finite Element approach underestimates the compressive residual stresses. However the gap with the SIB profile is reasonable: it remains below 200 MPa.

It means the 5 mm plate could be considered as a SIB too, and the present approach is suitable to simulate the residual stress state after shot peening.

**Conclusion**

A method that enables to predict the residual stress field due to shot peening knowing the stress-free strains into a semi-infinite body has been presented. An experimental validation has been performed on a thin plate by using X-ray diffraction analysis. According to these preliminary results, the proposed method is efficient.
Nevertheless, this work needs to be completed with other experimental measurements in order to test the semi-infinite body hypothesis. What makes this hypothesis valid in terms of geometries is not clearly defined yet. Thus the perspective is:

- To evaluate the deformation field of thin shot peened plates by using three-dimensional coordinate measuring machine (MMC). It will provide the profile height which is also a characteristic parameter to link with the rebalancing of the stresses.
- To lead the experimental validation with curved surfaces.
- To define the scope of validity of the method.
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D. Delbergue$^{1,2,a}$, D. Texier$^1,b$, M. Lévesque$^2,c$, P. Bocher$^{1,d,*}$

$^1$Laboratoire d’Optimisation des Procédés de Fabrication en Aérospatiale (LOPFA), École de technologie supérieure (ÉTS), 1100 Notre-Dame Ouest, Montréal, QC H3C 1K3, Canada

$^2$Laboratory for Multi-Scale Mechanics (LM2), École Polytechnique de Montréal, C.P. 6079, Succ. Centre-ville, Montréal, QC H3C 3A7, Canada

$^a$dorian.delbergue.1@ens.etsmtl.ca, $^bdamien.texier@etsmtl.ca, $^cmartin.levesque@polymtl.ca,

$^d$philippe.bocher@etsmtl.ca

Keywords: X-Ray Diffraction, Residual Stresses, X-Ray Elastic Constant, Single Exposure

Abstract. X-ray diffraction technique for residual stresses measurement is usually associated to the sin$^2\psi$ method, a method based on the interception of the diffraction cone and line detectors. To overcome this loss of information, the cos $\alpha$ method is an alternative method which uses a single exposure to collect the entire diffraction cone via a 2D detector. The present paper compares both sin$^2\psi$ and cos $\alpha$ methods, through the X-ray elastic constant (XEC) determination of a quenched and tempered martensitic steel. The full-cone measurement method demonstrates a smaller scatter and a better repeatability of the measurements. This latter point is of considerable interest since larger scatter in XEC may result in large variation in residual stress values, especially at high stress levels.

Introduction

Aerospace, automotive, and power industries are constantly looking for means to improve fatigue life. Many surface-treatment processes, such as laser peening or shot peening, are known to improve fatigue life due to introduction of near-surface compressive residual stresses. However, the relationship between processes and fatigue life improvement is not fully understood. These surface-treatment processes introduce a residual stress profile in a shallow region beneath the surface which may delay the crack nucleation and/or propagation. Therefore, residual stresses are more and more accounted for fatigue life prediction models. Consequently, it is of major concern to assess residual stresses with the best possible accuracy. Many characterization techniques, such as hole-drilling, X-ray diffraction (XRD), or ultrasonics, have been developed during the last century to measure them.

X-ray diffraction technique has been widely used in industries and laboratories for residual stresses measurement. The XRD technique is based on the measurement of the crystallographic lattice deformation. According to Bragg conditions, a change in lattice spacing induce a shift of the diffracted X-ray angle [1]. Then, the strain and stress can be calculated from the peak shift. For decades, the traditional sin$^2\psi$ method has been employed for stress calculation [2]. The dedicated diffractometer mainly use line detectors, most commonly Position Sensitive Scintillation Detectors (PSSD), in order to capture the scattered X-rays. In the case of stress-free isotropic polycrystalline material, X-rays are diffracted in all directions by the grains, giving form to a cone. The line detectors only capture a limited part of the scattered X-rays corresponding to two diffraction cone radii. In the case of plane-stress state, a minimum of two sample orientations are required for strain measurements [2].

In 1978, the cos $\alpha$ method was developed in Japan for stress calculation [3]. This method, also called the single exposure method, allows stress calculation by capturing the resulting diffraction
cone of a single incident X-ray beam via a 2D detector. The intersection of the diffraction cone with the area detector provides a ring named Debye-Scherrer ring [1]. The introduction of new 2D photosensitive detectors, such as image plate (IP), and the development of powerful calculation algorithms, bring the cos $\alpha$ method up to date [4]. Since few years, portable apparatus equipped with IP allow quick residual stress measurements using the cos $\alpha$ method.

The two presented XRD methods measure the elastic strain for a chosen diffraction peak corresponding to specific planes of atoms in the crystal structure. This family of planes does not necessarily have the same elastic constants than the bulk material; the latter being the expression of the average elastic behavior of all plane families. Therefore, the X-ray elastic constants (XEC) determination is needed for the chosen peak of the material subjected to X-ray residual stress measurement [5]. The XEC are determined by measuring the lattice strain of given crystallographic planes using a diffractometer while the specimen is subjected to constant axial loading. A wrong XEC value may underestimate the residual stress state, leading to non-conservative fatigue predictions [6, 7].

The present work aims at measuring the XEC with both methods on a quenched and tempered martensitic steel, and test their accuracy and repeatability.

**Stress analysis**

For both apparatuses, the scattered X-rays are recorded for a specific family of planes $\{hkl\}$. When the diffraction peaks have been fitted and the corresponding Bragg’s angles determined, the d-spacing (also called the lattice spacing) $d^{(hkl)}$ can be calculated using the Bragg’s law. The strain is then obtained by Eq. 1:

$$
\varepsilon^{(hkl)}_{\phi\psi} = \frac{d^{(hkl)}_{\phi\psi} - d^{(hkl)}_{0}}{d^{(hkl)}_{0}}.
$$

where $\varepsilon^{(hkl)}_{\phi\psi}$ is the measured strain for the $\{hkl\}$ planes for a specimen orientation referred by the $\phi$ and $\psi$ angles, and $d^{(hkl)}_{0}$ is the d-spacing for an unstressed specimen, usually powder. The stress tensor is considered biaxial in the irradiated layer of material (which is about 5 $\mu$m thick in the case of steel).

With the sin$^2 \psi$ method, the traditional equation for X-ray stress measurement is given as [8]:

$$
\varepsilon^{(hkl)}_{\phi\psi} = \frac{1}{2} S^2_{(hkl)} \sigma_{\phi} \sin^2 \psi + S^1_{(hkl)} (\sigma_{11} + \sigma_{22}).
$$

where $1/2 S^2_{(hkl)} = (1 + v^{(hkl)})/E^{(hkl)}$ and $S^1_{(hkl)} = -v^{(hkl)}/E^{(hkl)}$ are the XEC for the family of planes $\{hkl\}$, $\sigma_{11}$ and $\sigma_{22}$ are the stress tensor components, $\sigma_{\phi}$ is the stress in the $\phi$ direction, $\phi$ and $\Psi$ angles are defined as the in-plane direction, and the angle between specimen normal and diffraction plane normal, respectively, as shown in Fig. 1. In Eq. 2, the strain $\varepsilon^{(hkl)}_{\phi\psi}$ appears to be a linear function of $\sin^2 \psi$. The differentiation of Eq. 2 with respect to $\sin^2 \psi$ and the isolation of $\sigma_{\phi}$ lead to Eq. 3:

$$
\sigma_{\phi} = \frac{E^{(hkl)}}{1 + v^{(hkl)}} \frac{\partial \varepsilon^{(hkl)}_{\phi\psi}}{\partial \sin^2 \psi} = \frac{1}{2 S^2_{(hkl)}} \frac{\partial \varepsilon^{(hkl)}_{\phi\psi}}{\partial \sin^2 \psi}.
$$

Eq. 3 shows that for the sin$^2 \psi$ method the stress $\sigma_{\phi}$ is function of the XEC, $1/2 S^2_{(hkl)}$, and the linear regression between $\varepsilon^{(hkl)}_{\phi\psi}$ and $\sin^2 \psi$. Therefore, the sin$^2 \psi$ method implies the measurement of
strains for different $\psi$ angles provided by the tilt of the machine. By changing $\psi_0$, the angle between specimen normal and incident X-ray beam, the $\psi$ angle will subsequently change as they are fixed together by the Bragg’s angle.

In the cos $\alpha$ method, the strain is determined by comparing the recorded Debye ring with the perfectly circular ring from an unstressed specimen. In fact, the strain along the normal to the diffraction planes varies with the $\psi$ angle [1]. As the strain affects peak location, the Debye ring is not circular for specimen under stress. Eq. 4 expresses $\epsilon^{(hk)}_a$ the parameter used to calculate the stress [9]:

$$\epsilon^{(hk)}_a = \frac{1}{2}[(\epsilon^{(hk)}_a - \epsilon^{(hk)}_{n+a}) + (\epsilon^{(hk)}_{-a} - \epsilon^{(hk)}_{n-a})].$$ (4)

where $\epsilon^{(hk)}_a$, $\epsilon^{(hk)}_{n+a}$, $\epsilon^{(hk)}_{-a}$, and $\epsilon^{(hk)}_{n-a}$ are strains calculated at four points located at 90° on the Debye ring (as depicted in Fig. 1). The stress is calculated by varying $\alpha$ from 0° to 90° in order to cover the whole ring and is a linear function of the regression between $\epsilon^{(hk)}_a$ and cos $\alpha$. As a consequence, Eq. 5 is the equation providing the stress for the cos $\alpha$ method:

$$\sigma_\varphi = E^{(hk)} \frac{1}{1 + \nu^{(hk)}} \frac{\partial \epsilon^{(hk)}_a}{\partial \cos \alpha} = \frac{1}{1/2 S_{2}^{(hk)}} \frac{1}{\sin 2\eta \sin 2\psi_0} \frac{\partial \epsilon^{(hk)}_a}{\partial \cos \alpha}. $$ (5)

where $2\eta$ is the Debye ring semi-angle.

The data are obtained for a $\varphi$ angle equal to zero to estimate the uniaxial stress.

**Experiment**

The comparison between the two residual stress calculation methods was performed while measuring the X-ray elastic constant of a martensitic steel. The micro-tensile specimen geometry is presented in Fig. 2c). Specimen was extracted from a rolled block and contour shapes were machined with a CNC machine. Then 1 mm thick specimen was sliced using a precision cutting machine Struers Secotom-50. It was then manually polished using SiC papers (up to grade 1200) and a jig specially designed for thin specimens, allowing keeping parallelism between the two main faces. The specimen was electropolished as suggested by the ASTM standard [10]. The final specimen thickness was 0.798 mm.
A Proto iXRD diffractometer was used to collect the diffraction peaks for the stress calculation via the \( \sin^2 \psi \) method, while the entire Debye ring was captured by a Pulstec \( \mu \)-X360 apparatus for the \( \cos \alpha \) method. Both machines were equipped with Cr-tube (\( \lambda = 2.291 \) Å). The Ka doublet from \{211\} planes family were used due to their high Bragg’s angle (\( 2\theta = 156^\circ \)), providing better accuracy on strain measurement. The Pulstec machine was set so that the \( \psi_0 \) angle is equal to 33.2° to capture the diffraction cone in a measurement of 30 s. The Proto apparatus was limited to seven different incident angles between \( \pm 13^\circ \) (i.e. \( -23.6^\circ \leq \psi \leq 23.6^\circ \)), so the detectors do not hit the micro-tensile machine. 30 exposures of 0.25 s were used for each one of the seven incident angles, resulting in a measurement time of 53 s. All diffraction peaks were fitted using Gaussian peak fitting. In order to determine the most accurate XEC, a 0.5x3 mm\(^2\) rectangular aperture was chosen for Proto iXRD and a 1 mm diameter aperture for Pulstec \( \mu \)-X360, so the larger volume of diffracting material was used for each apparatus. The stresses were first assessed using \( \frac{1}{2}S_{2\text{Macro}} = 6.50 \text{ E}^6 \text{MPa}^{-1} \) calculated from the macroscopic values. The XRD measurements were repeated six times for each loading condition to test equipment repeatability.

A 5 kN micro-tensile machine, manufactured by Kammrath & Weiss GmbH, was paired up with the diffractometers in order to load the specimen in tension. Nine loading conditions were chosen from 0% to 70% of the yield strength, which has been previously determined by three macroscopic tensile tests.

Micro-tensile tests were conducted under displacement control (displacement rate of 3 \( \mu \text{m} \cdot \text{s}^{-1} \)) and the displacement was stopped for the various loading dwells. The specimen elongation/contraction was continuously recorded by a Keyence LS-7030M optical extensometer during the whole experiment to assess the macroscopic strain. The experimental setup with the micro-tensile machine and the laser extensometer is presented in Fig. 2a) & b) when combined with the two XRD apparatus.

**Discussion and Results**

Fig. 3 presents the nominal stress-strain evolution applied during the experiment using Pulstec diffractometer. The plateaus correspond to the XRD measurement periods, i.e. the six measurement repetitions. The nominal stress and strain were found to be constant during these measurement periods. The difference in applied stress between the beginning of 1\(^{st}\) measurement and the end of the 6\(^{th}\) is less than 1MPa in average, except for the highest loading condition where the load decrease by 4.3MPa. This larger difference is due to a slightly sliding of the specimen in the grip for this specific condition. Nevertheless, the difference in load does not appear to be the main parameter affecting the stress measurement in this case as the lowest stress value was not measured for the 6\(^{th}\) repetition.
Fig. 3: Nominal stress and nominal strain evolution during the measurements with Pulstec apparatus.

Fig. 4: Presentation of measured stresses calculated with a) the $\sin^2 \psi$ method (via Proto iXRD) and b) the $\cos \alpha$ method (via Pulstec $\mu$-X360), for the different loading conditions.

Average stresses are plotted versus applied load, and are presented in Fig. 4 for the two stress calculation methods, therefore for the two diffractometers. The error bars correspond to a 95% confidence interval calculated using the Student’s law. For both graphs, the stresses measured during loading and unloading are depicted as red and blue plots, respectively. The straight solid line represents a reference line in the hypothetical case where the XEC values can be estimated with the macroscopic mechanical constants of the material. As depicted in Fig. 4a) & b), the various plots are not aligned with this reference line showing that $1/2 S_{z\{211\}}^{211}$ is different from the macroscopic XEC and has to be calculated to make the data slope fit with the reference line, as proposed by Munsi et al. [11]. The correction coefficients were found to be 1.067 for the measurements done with $\sin^2 \psi$ method and 1.139 for the measurements done with the $\cos \alpha$ method. This lead to two XEC for the $\{211\}$ family of planes: $1/2 S_{z\{211\}}^{211} = 6.93 \pm 0.32$ MPa$^{-1}$ and $1/2 S_{z\{211\}}^{211} \cos \alpha = 7.40 \pm 0.1$ MPa$^{-1}$. Errors are calculated using a 95% confidence interval for the linear regression coefficients.

As exposed earlier in the Stress Analysis section, the XEC should be the same for both stress calculation methods. Consequently, the XEC previously determined should not differ from one measurement method to the next. Fig. 4 shows that the discrepancy of the results is lower with the $\cos \alpha$ method, demonstrating a higher repeatability of this measurement. This may be due to the fact that in the current study the 2D detector captures 35 times more diffraction peaks, in a single
exposure, than the two line detectors. This provides more statistical data for the stress calculation. For \( \sin^2 \psi \) method (Fig. 4a)), the large difference in fitting curves for the loading and unloading conditions may show a low accuracy. This may be explained by a too small \( \psi \) angle scan for the \( \sin^2 \psi \) method, even if the volume irradiated was twice bigger for the Proto diffractometer.

**Conclusions**

The stresses measured by X-ray diffraction are in linear relation with the X-ray elastic constant. Therefore, a wrong XEC value may introduce a large bias in the measured stress. The use of a micro-tensile machine to stress the specimen at given macroscopic loads permits to compare the \( \sin^2 \psi \) and the \( \cos \alpha \) methods for stress calculation, while accessing the XEC of the studied material. Depending on the methods used for the stress calculation, a large difference in material intrinsic constant can be found. In the present study, the \( \cos \alpha \) method via the 2D detector has shown a better measurement repeatability than the \( \sin^2 \psi \) method via the line detectors.

**Acknowledgements**

The authors would like to thank the research funding from the CRIAQ project MANU508 supported by the Natural Sciences and Engineering Research Council of Canada (NSERC).

**References**

  http://dx.doi.org/10.2472/jsms.27.251
  http://dx.doi.org/10.1007/978-1-4613-9981-0_30
  http://dx.doi.org/10.1016/j.ijfatigue.2015.12.004
  http://dx.doi.org/10.1299/jsmea.47.252
  http://dx.doi.org/10.1046/j.1475-1305.2003.00044.x
Residual Stress Measurement of Ti-Metal Samples by Means of XRD with Ti and Cu Radiation
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Abstract: The use of titanium in structural components has been growing for years, especially in highly demanding applications in the aerospace industry where quality control is essential. One of the critical properties is fatigue strength, which is strongly affected by residual stresses. Residual stresses may be an unavoidable by-product of the manufacturing process or intentionally imparted through processes like shot peening. X-ray diffraction (XRD) is commonly used for residual stress measurement. Yet titanium alloys are more difficult to measure than other metals like steels and aluminium alloys. Many titanium alloys have a two-phase microstructure, one of them being hexagonal alpha titanium. Also, the commonly used Cu-radiation generates very strong fluorescence, which results in a low penetration depth. Both reduces measurement quality. Ti-radiation is much less frequently used. It benefits from very low fluorescence and a higher penetration depth. This paper compares XRD residual stress measurements using Cu- and Ti-radiation on two titanium grades: Grade 2 and Grade 5 (Ti6Al4V). The samples from both are in the rolled condition and have been shot peened. The x-ray elastic constants were determined by XRD with Cu- and Ti-radiation and samples and residual stress depth distributions were measured up to 0.5 mm depth.

Introduction
Titanium alloys are widely used in aerospace structures due to their excellent strength to weight ratio. For aerospace applications reliability is critical from which follows that all factors affecting the performance of the components have to be studied and controlled extremely well. One important factor is residual stress, which is always present due to the manufacturing processes and which affects fatigue strength significantly. Titanium alloys are challenging because their machining is difficult due to their high chemical reactivity, poor thermal conductivity, high strength that is maintained at elevated temperatures and low modulus of elasticity [1]. The same factors make welding challenging. Since productivity is always an important issue it is always attempted to minimize the need for machining and welding [2, 3].

For the evaluation of titanium components, reliable, fast and easy residual stress measurement is a key issue. There are several methods for measuring residual stresses nondestructively and destructively. This paper deals with X-ray diffraction, using X-ray instruments specifically designed for residual stress measurement. The measurement accuracy depends on a number of factors, such as grain size, preferred orientation, accessibility of measurement location etc. The X-ray wavelength is given by the X-ray tube chosen. It is preferable to select it so that the 2θ – angle of the diffraction peak analyzed is the highest possible that has sufficient intensity. However, some combinations of material and radiation cause significant fluorescence, which affects the net intensity level and also the effective measurement depth [3]. X-ray diffraction does not measure stress directly, but strain.
The stresses have to be calculated using elastic constants [4]. While X-ray elastic constants (XEC) are the best choice, they are often not available and macroscopic elastic constants determined by mechanical testing are commonly used. It is also possible to calculate elastic constants based on single crystal properties.

CuKα (copper) is the most commonly used radiation to measure titanium alloys. It creates very strong fluorescence. A newer alternative is TiKα radiation (titanium), which has very low fluorescence and nearly twice the penetration depth [5]. The aim of this work is to compare the performance of both of these wavelengths in residual stress measurement. The X-ray elastic constants are also measured with both wavelengths and compared to macroscopic and calculated values.

**Experimental procedure**

The material used in this work are two commercially available, 3 mm thick, titanium plates, one from commercially pure titanium (Grade 2) and one from two-phase alloy Ti6Al4V (Grade 5). The main phase in both samples is the hexagonal α-phase. Ti6Al4V has a maximum of 10% cubic β-phase [3]. Typical values for some mechanical properties of these alloys are shown in Table 1.

<table>
<thead>
<tr>
<th>Grade</th>
<th>Ultimate strength [MPa]</th>
<th>Yield strength [MPa]</th>
<th>Elastic modulus [GPa]</th>
<th>Poisson’s ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grade 2</td>
<td>241</td>
<td>172</td>
<td>103</td>
<td>0.32</td>
</tr>
<tr>
<td>Grade 5</td>
<td>896</td>
<td>827</td>
<td>114</td>
<td>0.32</td>
</tr>
</tbody>
</table>

The samples were shot peened to minimize grain size and preferred orientation effects (Fig. 1).

They were loaded on a four-point bending device for the XEC measurements. The bending load was controlled by a calibrated load cell and the load stresses were calculated using Eq. (1):

\[ \sigma = \frac{3Fa}{bh^2} \]  

**Figure 1. Sample dimensions [mm].**
X-ray measurements. The X-ray measurements were made using the modified-ψ measurement mode on an Xstress G3 equipped with Mythen detectors. Maximum χ - tilts were ±45°, with four tilts on both sides. The diffraction peak for the family of \{213\} planes was used with CuKα (Bragg angle \(2\theta = 139.3°\)), that for the family of \{110\} planes with TiKα (Bragg angle \(2\theta = 137.4°\)). For Grade 5, the XEC was also measured on a sample not shot peened. This was not possible for the Grade 2 sample due to its large grain size.

The XEC measurements were performed using the method described in the EN15305 [7]. To determine \(\varepsilon_{\psi\phi}\), the stress \(\sigma^A\) is calculated for each applied load.

\[
\varepsilon_{\psi\phi} = \frac{1}{2} S^2 hkl \sin^2 \theta (\sigma_{11}^R - \sigma_{33}^R - \sigma_{11}^A) \sin^2 \chi + \frac{1}{2} S^2 hkl \sin^2 \theta \tau_{13}^R \sin 2\chi + K
\]

where

\[
K = S^1 hkl Tr(\sigma^R) + \frac{1}{2} S^2 hkl (\sin^2 \theta \sigma_{33}^R + \cos^2 \theta \sigma_{\psi\phi}^A)\]

This represents an elliptical function

\[
\varepsilon_{\psi\phi} = a \sin^2 \chi + b \sin 2\chi + c
\]

where

\[
a = \frac{1}{2} S^2 hkl \sin^2 \theta (\sigma_{11}^R - \sigma_{33}^R - \sigma_{11}^A)
\]

in which the XEC

\[
\frac{1}{2} S^2 hkl = \frac{1+\nu}{E}
\]

can be evaluated by the least square method. The superscript \(R\) with the stress parameters refers to residual stresses, the superscript \(A\) to applied stress.

Residual stress depth profiles were measured on the shot peened surfaces. Electropolishing was used to remove material for the various depths. The measurements with CuKα and TiKα were made at exactly the same locations and depths.

Results and analysis

X-ray elastic constant measurements were made starting from high load to low load and back up again. This was performed five times, once for every combination of X-ray radiation, surface condition and material. Typical measurement data are shown in Fig. 2.

The XEC results are summarized in Table 2, which also includes XECs calculated from Young’s moduli and Poisson’s ratios determined by mechanical testing (macroscopic), XECs predicted from single crystal properties (after Kröner) and some literature data.

All elastic constant values are in the same range, except that the Grade 5 TiKα results are lower by about 20%. There is a systematic trend that plastic deformation (shot peening) reduces the value of the XEC. The same trend has been found by Bahadur et.al. [10] in austenitic steels. The differences between the (213) CuKα and the (110) TiKα values are significant. Some variability in the Grade 5 XECs could be due to its two-phase microstructure. Another, quite probable factor is preferred orientation, which can also affect peak intensity. For a randomly oriented microstructure \(I_{max}\) should decrease moderately as function of \(\sin 2\psi\) or may be nearly constant. With TiKα radiation \(I_{max}\) decreases clearly more than expected and with CuKα it even increases significantly – for the shot peened (Fig. 3) as well as the not shot peened surfaces.
Figure 2. XEC graph for CuKα and Grade 5, measuring from high load to low and back to high. Slope 10.8 ±0.26 * 10^{-6} MPa^{-1}.

Table 2. Measured XEC values (1/2S^2), 10^{-6} MPa^{-1} in italic. Average error of measured XEC’s is 0.3*10^{-6} MPa^{-1}

<table>
<thead>
<tr>
<th></th>
<th>Grade 2</th>
<th>Grade 5</th>
<th>Grade 5 (not shot peened)</th>
<th>α-phase, Calculated, Kröner</th>
<th>α-phase, XEC [8]</th>
</tr>
</thead>
<tbody>
<tr>
<td>XEC CuKα (213)</td>
<td>10.4</td>
<td>10.7</td>
<td>11.3</td>
<td>11.7</td>
<td>11.90 **</td>
</tr>
<tr>
<td>XEC TiKα (110)</td>
<td>11.1</td>
<td>8.7</td>
<td>9.2</td>
<td>12.0</td>
<td>11.98</td>
</tr>
<tr>
<td>Macroscopic*</td>
<td>12.8</td>
<td>11.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEC (213) [9]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>10.9/11.9</td>
</tr>
</tbody>
</table>

*calculated from values in Table 1.
** lattice {302}

Figure 3. Maximum intensity of diffraction peaks as function of tilt angle for Grade 5 with TiKα (110) and CuKα (213). Examples are from shot peened surfaces.

Residual stress depth distribution. The Grade 5 depth distributions were measured up to 0.5 mm depth and Grade 2 to 0.3 mm depth (Fig. 4). In Grade 2, the grain size became too large at that depth. Stresses were calculated using an XEC of 11.0*10^{-6} MPa^{-1}. The measurements with CuKα and TiKα were made at exactly the same locations, in the longitudinal direction of the samples (Fig. 1). In the
CuKα measurements Mythen detectors were used due to their better sensitivity and a threshold energy capability to decrease the fluorescence radiation [11].

Figure 4. Depth distribution of residual stresses and full width half maximum (FWHM) of shot peened Grade 2 and Grade 5 samples measured by CuKα (2θ = 139.3°) and TiKα (2θ = 137.4°).

The CuKα and TiKα measurement results are very close to each other. There is a small difference in the stress levels of Grade 5 (Fig. 4) measured by CuKα and TiKα, where the CuKα values are slightly lower. This correlates with the higher XEC value for CuKα (10.7 vs. 8.7) but the XEC difference is much bigger. Shot peening deformed the material up to about 0.2mm depth, a little bit deeper for Grade 2 than Grade 5. On average, the TiKα measurements have higher error bars compared to CuKα. In the measurements shown in Figure 4, the average error bars were ±15 to ±19 MPa for Grade 5 and ±17 to ±35 MPa for Grade 2. These higher error bars may be related to the multiplicity factor, which is 24 for the {213} peak (CuKα) and only 6 for {110} (TiKα). The higher the multiplicity factor the less sensitive the measurement should be to preferred orientation.

Conclusions
The X-ray elastic constants measured with CuKα radiation for the (213) lattice planes agree reasonably well with values found in literature. Also the unalloyed titanium sample gives similar values for the (110) planes. But the Grade 5 (Ti6Al4V) XEC values measured on (110) planes using TiKα are clearly smaller than other measured and reported values. Slightly larger residual stresses in the (110) measurement support this difference only to a small degree. There is no clear explanation for these low XEC values. It may be related to preferred orientation or the second phase.

The residual stress results with Cu- and Ti-radiations are comparable. Both work equally well provided that the material’s strong fluorescence with Cu-radiation can be properly addressed in the data analysis. The benefit of Ti-radiation is its greater penetration depth and the shorter measurement times. On the downside, its diffraction peak has a lower multiplicity factor, which makes the measurement more sensitive to texture.
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Abstract. The mechanisms behind residual stress generation have been a topic of interest for quite some time since it is well-known that residual stresses can benefit the fatigue life of components. We have studied the residual stresses in lamellar graphite iron generated by fatigue damage. Cylindrical test specimens, with close to zero residual stresses of fully pearlitic lamellar graphite iron, manufactured and subjected to uniaxial load controlled cyclic loading, have been investigated. The load conditions used were: pure tension, pure compression, and alternating tension/compression over one thousand cycles. Measurements were performed using a four-circle goniometer Seifert X-ray machine equipped with a linear sensitive detector and a Cr-tube. Evaluation of the residual stresses were conducted using the $\sin^2 \phi$-method on the $\alpha$-Fe {211} diffraction peak together with material removal technique to obtain depth profiles.

Introduction

It is well known that compressive residual stresses (RS) at the surface of a specimen prolongs the fatigue life. The associated increase in strain hardening of the surface, can be equally important for the specimen fatigue life since the combination of strain and compressive RS at the surface of the sample inhibits crack nucleation and propagation.

Steels, aluminium, titanium, and nickel alloys are some of the metallic materials in which work hardening at the surface can result in compressive RS and increased fatigue strength of the material [1,2]. These homogenous metallic material withstand considerable plastic deformation before final fracture compared to cast iron, especially lamellar graphite iron (LGI) which has an inhomogeneous microstructure. Lamellar graphite iron plasticises already at tensile loads ~ 40 MPa [3]. Graphite acts as notches all over the specimen volume and is the reason for its poor tensile strength.

Relaxation of near surface RS due to cyclic loading are a well-known phenomenon. Local plastic deformations (microcracks) as well as pinning and un-pinning of dislocations are believed to be a source of stress relaxation [2,4–6]. Residual stress relaxation mechanisms due to cyclic loading are affected by the initial magnitude of the RS, the gradient of RS, degree of cold work, cyclic loading and material response to cyclic loading [1]. In a multiphase material, such as pearlitic LGI, the different response of the phases to cyclic loading can render a measurable shift in RS in one of the phases. In this study, we have three phases (ferrite, cementite, lamellar graphite) but only the stresses in the ferritic phase, which has the largest volume fraction in the material, are measured with laboratory X-rays, since diffraction peaks for the other phases can not be obtained.

In multiphase materials, such as duplex steels, the different phases are known to have different amounts of RS and often also different signs on the stresses [7–9]. During cooling and solidification, the differences in volume contraction between phases gives a thermal mismatch, resulting in RS. The different thermal coefficients of the phases in cast iron (ferrite, cementite and graphite) are the source of RS in untreated material. Surface treatments and cyclic loading also result in plasticity mismatch between the different phases, causing large variations in RS between the phases which can also have
different signs. The effects of these RS in a LGI under cyclic loading have not been thoroughly investigated. In this paper, the RS generated in a pearlitic LGI under cyclic loading have been investigated to fill in the knowledge gap in RS progression in cast iron.

**Experimental setup**
Four cylindrical specimens, with a 6.3 mm diameter of over the 25 mm gauge length, of pearlitic LGI were manufactured. The specimens were manually ground using 2400 and 4000 grit SiC paper to lower the machining effects. Afterwards, the specimens were stress relieve annealed at 600 °C for one hour and cooled slowly in air to room temperature. Surface oxides were gently removed manually with 4000 grit SiC paper. The gauge length was electrolytic polished in A2-solution to achieve a stress free surface.

Uniaxial testing was performed on three test samples in an Intron 8801 servo hydraulic test machine. The fourth sample was used as reference. A sinusoidal load cycle was used in pure tension (between 20 MPa and 200 MPa), pure compression (between -20 MPa to -200 MPa), and alternating tension/compression (± 150 MPa, starting in tension). The material ultimate tensile strength is 250 MPa. Each specimen was run for 1000 cycles.

X-ray measurements were performed using a four-circle goniometer Seifert X-ray machine, equipped with a linear sensitive detector and a Cr-tube. Evaluation of RS were conducted using the $\sin^2 \psi$-method [10] with the $\alpha$-Fe \{211\} diffraction peak, at $2\theta \approx 156.5^\circ$. A ø 1 mm collimator was used to minimize the effects of specimen curvature. Diffraction data was obtained from four different measuring points, A–D, ~ 90° rotation of the specimen between each point. At every depth all diffraction data was superimposed to obtain a good average value of the RS. Peak position was calculated using a double pseudo-Voigt curve fit.

Electron backscatter diffraction (EBSD) for grain size determination was performed using an OXFORD detector in a Hitatchi SU-70 field emission gun scanning electron microscope (FEG-SEM). The specimen was tilted to 70° with a working distance of 20 mm, acceleration voltage of 15 kV and a step size of 0.75 µm were used. The HKL software Channel 5 was used to evaluate the EBSD measurements. The angle mismatch between two neighbouring points of 10° or higher was set as definition of a grain boundary.

**Results**
The biaxial stresses for the four samples were calculated from the superimposed diffraction data (SDD), results depicted in Fig. 1. No significant differences can be observed between the samples.

![Figure 1: SDD of the four different specimens investigated.](image)

Residual stress fluctuations and standard deviation for the reference sample are shown in Fig. 2 (a). Small tensile residual stresses for the pure tensile loaded specimen are shown in Fig. 2 (b) at some of the measured positions. The RS in the compression and tension/compression specimens in Fig. 2 (c) and (d) only show three measuring points where the RS are tensile.
All samples show an increase in Full Width at Half Maximum (FWHM) for SDD with increasing depth. No significant changes between the test specimens can be seen in Fig. 3 when comparing the average FWHM for SDD.

Figure 2: Residual stress profile for the four points in the (a) reference-, (b) pure tension-, (c) pure compression-, and (d) tension/compression- specimen.
Grain size measurements conducted from EBSD-mapping of a representative area can be seen in Fig. 4. There are a few grains with a diameter larger than 200 µm and a fairly even distribution of grains in the range between 50–160 µm. Average grain size were calculated to be 100 µm with a standard deviation of 35 µm. The grain size measurement plot includes a lot of noise which results in a vast amount of “grains” in the 2–5 µm range. This noise comes from inclusions found in the matrix.

**Discussion**

Biaxial stresses for all four samples were calculated from the SDD. No significant differences can be observed between the samples. Since the accuracy of the x-ray diffraction measurements yields an uncertainty of ± 20 MPa [11] as well as the overlapping standard deviations seen in Fig. 1. The reference specimen should not show any RS, nevertheless all specimens show compressive RS. To validate the accuracy of the equipment secondary reference measurements were conducted on stress free iron powder (1.5 ± 2.5 MPa). Since the linear fits in Fig. 5 are in the range of -15 – -20 MPa and are nearly horizontal, as well as the secondary reference measurements on stress free iron powder showed zero stresses, thermal mismatch between the phases is the most probable explanation for the measured RS. The purely compressive loaded specimen indicates an increase in compressive stress with increasing depth.

Extracting diffraction data from more than one eutectic cell in cast iron requires a large enough diffraction volume i.e., large enough collimator. Convex surfaces make the use of a large collimator inappropriate due to the curvature effect giving rise to pseudo strains [12]. Using a small collimator
Residual Stresses 2016: ICRS-10  Materials Research Forum LLC

Figure 5. Linear fits showing the change of RS with depth from SDD.

From the EBSD-mapping and the corresponding grain size measurement, the average grain size of 100 µm results in more than the 50 individual grains within the diffraction volume needed to obtain good RS measurements. Fluctuations seen in Fig. 2 are most likely caused by thermal mismatch between the phases and the complex nature of the materials solidification since more than 50 individual grains are within the diffraction volume for every measurement, position A–D.

The FWHM distribution at each position A–D and corresponding depth varies non-conventionally and the averaged FWHM data varied between the points A–D. The averaged FWHM from SDD in Fig. 3 is therefore used to illustrate FWHM behaviour. All specimens show an increase in FWHM with depth as a result of incomplete stress relieve annealing or compositional gradient. A slightly higher dislocation density is most likely the cause of the higher FWHM values exhibited by the pure compression specimen.

The material will be strained under the influence of a mechanical load. The different macroscopic behaviour of LGI under tension and compression is related to its lamellar graphite showing notch effect under tension. If the load distribution over the whole cross-section is uniform and there is no surface effect, little RS would be expected after a low plastic loading either in compression or tension. The lower yield strength of the ferrite than the cementite can generate detectable RS under a certain degree of plastic deformation. RS will be different depending on the loading mode given that the effect of machine hardening had been removed and the specimen was stress relieve annealed. However, only a small intimation of the pure compression specimen can be seen in Fig. 5. The lack of this intimation for the other specimens is presumably due to stress relaxation mechanisms. It is well known that stress relaxation mainly occurs during the first cycles. One thousand cycles were applied to ensure a more homogenous strain field in the specimen, because of the anisotropic behaviour of the different phases. Due to the stress relaxation mechanisms, implementing one to three cycles would probably be more suited to detect large RS differences. Stress relaxation and its effects on fatigue life in cast iron need to be further investigated.

Conclusions
In this paper, the residual stresses in a pearlitic lamellar graphite iron after cyclic loading have been investigated to better understand the role of the different phases and their load capacity under influence of loadings. Four cylindrical test specimen of fully pearlitic lamellar graphite iron were normalized followed by testing and residual stress measurement conducted with laboratory X-rays.
There are no significant changes between the reference, pure tension, pure compression, and alternating tension/compression specimens in stresses or FWHM.

Superimposed diffraction data (SDD) gives a more reliable result.

Due to the stress relaxation mechanisms, implementing one to three cycles would likely be more suited to detect large residual stress differences.
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Abstract. 3D residual stresses in as manufactured EOS NickelAlloy HX, produced by laser powder bed additive manufacturing, are analysed on the surface closest to the build-plate. Due to the severe thermal gradient produced during the melting and solidification process, profound amounts of thermal strains are generated. Which can result in unwanted geometrical distortion and effect the mechanical properties of the manufactured component. Measurements were performed using a four-circle goniometer Seifert X-ray machine, equipped with a linear sensitive detector and a Cr-tube. Evaluation of the residual stresses was conducted using \( \sin^2 \psi \) method of the Ni \{220\} diffraction peak, together with material removal technique to obtain in-depth profiles. An analysis of the material is reported. The analysis reveals unwanted residual stresses, and a complicated non-uniform grain structure containing large grains with multiple low angle grain boundaries together with nano-sized grains. Grains are to a large extent, not equiaxed, but rather elongated.

Introduction
Additive manufacturing, free form fabrication, rapid prototyping and 3D-printing are some of the different designations for processes where components can be built to finished or near-finished shape without machining a block of material or casting material in a mould [1–3]. The processes were primarily developed for simpler materials, such as thermoset plastics and plaster. The lasers equipment originally used could only melt materials with low melting points, for instance brass, and was not powerful enough to completely melt steel. Therefore, this manufacturing method could not meet the requirements for parts subjected to high stress levels or elevated temperatures, e.g., superalloys [4]. With time, the process control was improved and more powerful lasers were developed. With the higher input possible from a more powerful laser it is possible to create a microstructure with a low amount of porosity and no internal defects such as solidification cracks or poor bonding [5].

Free-form fabrication of superalloys is gaining increased interest from the industry, since the available range of alloys is growing. Today, alloys for selective laser melting (SLM) include aluminium, titanium, tool steel, stainless steel and heat resistant materials of cobalt- and nickel-base. In the case of melting of metal powders, the dominating manufacturing process is laser melting, often denoted selective laser melting, direct laser metal sintering (DMLS) or LaserCUSING. All of these names are trademarks for different companies manufacturing equipment for laser melting.

The laser melting manufacturing process can briefly be described as a layer-by-layer process, where powder is distributed on a powder bed, see Fig. 1. Firstly, a powder distributer travels over the powder bed cavity contained by the build chamber walls and build plate. Molten and solidified
powder constitutes the component surrounded by un-molten powder. Secondly, a laser beam melts the powder layer and creates a new slice of solid material in the component. Thirdly, a ram lowers the build platform and the process is repeated until a finished geometry is formed. After finalisation, the remaining loose powder is removed and the component is cut off from the build platform.

![Figure 1. Schematic description of the SLM process. (a) Powder is distributed on a powder bed, the build platform. (b) The powder is melted by a laser beam and a slice of solid metal is formed. (c) The powder bed is lowered and the process is repeated until a finished component is formed.](image)

Although selective laser melting allows manufacturing of complex geometries, it comes with drawbacks compared to the conventional manufacturing technologies. The temperature gradient and consequent plastic deformation leads to residual stresses and deformation due to the locally focused energy input [6]. Residual stresses can influence the geometrical accuracy and mechanical strength as well as contribute to crack initiation. Previous research has been conducted using methods such as the crack compliance method which is not suited for near surface stresses [7], hole drilling which requires large dimensional sizes and smooth surfaces to be effective [8]. In this study, x-ray diffraction was used to measure surface and bulk stresses using material removal technique.

The purpose of this study is to examine residual stress levels in as manufactured SLM material. No post processing or heat treatments were done prior to testing since gas atomised EOS NickelAlloy HX powder is used for manufacturing e.g., gas turbine burners used in the as manufactured state.

**Experimental details**

The material used in the current study is manufactured from powder EOS NickelAlloy HX. In literature Hastelloy X can be identified as Alloy X, when not available from the original manufacturer. The powder material is gas atomized and sieved to a fraction (10–45 µm) suitable for the SLM process. After manufacturing no post-processing, such as heat treatment or hot isostatic pressing, was conducted. The nominal composition in wt.% of EOS NickelAlloy HX is shown in Table 1. During the SLM manufacturing the test specimen was attached to the building platform via area A in Fig. 2. After manufacturing, the test specimen was removed from the platform by wire electro discharge machining. The typical microstructure of the laser melted material after manufacturing is shown in Fig. 3-4, where the building direction is indicated by the arrows. Previous work by Brodin et al. [9] on alloy X has shown that material bulk properties meet or exceed the properties of both hot-rolled and cast Hastelloy X in heat treated condition.

*Table 1. Chemical composition, EOS NickelAlloy HX [wt.%].*

<table>
<thead>
<tr>
<th></th>
<th>Ni</th>
<th>Cr</th>
<th>Fe</th>
<th>Mo</th>
<th>W</th>
<th>Co</th>
<th>C</th>
<th>Si</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bal.</td>
<td>20.5–23.0</td>
<td>17.0–20.0</td>
<td>8.0–10.0</td>
<td>0.2–1.0</td>
<td>0.5–2.5</td>
<td>≤0.1</td>
<td>≤0.1</td>
<td></td>
</tr>
<tr>
<td>Mn</td>
<td>≤0.1</td>
<td>≤0.03</td>
<td>≤0.04</td>
<td>≤0.01</td>
<td>≤0.005</td>
<td>≤0.5</td>
<td>≤0.5</td>
<td>≤0.15</td>
</tr>
</tbody>
</table>
Triaxial X-ray measurements [10] were performed using a four-circle goniometer Seifert X-ray machine, equipped with a linear sensitive detector, Cr-tube and a 2 mm spot collimator. The \{220\} diffraction peak of \(\gamma\)-phase was used for the stress measurement with the \(\sin^2\psi\)-method. Values of the x-ray elastic constants used were calculated using the Young’s modulus (190 GPa) and Poisson’s ratio (0.31) based on the work by Saarimäki [11] resulting in: \(s_1 = -1.63 \times 10^{-6}\) and \(\frac{1}{2}s_2 = 6.89 \times 10^{-6}\) MPa. Which differ from the experimental work on single crystal Hastelloy X [12]. Raw powder from the distributor was used and analysed for two \(\phi\) angles (\(D1 = 0^\circ\) and \(D2 = 90^\circ\)) together with 13 \(\psi\) angles, evenly distributed between ± 60° to determine the unstressed lattice spacing, \(d_0\). No corrections were made considering the stress redistribution due to material removal. The orientation imaging map (OIM) in Fig. 4 was obtained using electron backscatter diffraction (EBSD) with a step size of 1.5 \(\mu\)m and 15 kV in a Hitachi SU70 FEG analytical scanning electron microscope (SEM).

**Results**

The EBSD analysis revealed a complicated non-uniform grain structure containing large grains with several low angle grain boundaries together with nano-sized grains. Grains are to a large extent, not equiaxied, but rather elongated, depicted in Fig. 3-4.

Stress free lattice spacing, \(d_0\), determination [13] of the gas atomized powder is shown in Fig. 5. The stress free lattice spacing \(d_0\) was calculated by fitting two linear models and computing the intercept point, resulting in \(d_0 = 1.2728\ \text{Å}\).

The directional grains could cause a crystallographic texture as well as anisotropy leading to the non-linear behaviour seen in Fig. 6.

Initial surface measurements in Fig. 7 reveal large tensile stresses \((\sigma_{11} = 660\ \text{MPa}, \sigma_{22} = 740\ \text{MPa}, \sigma_{33} = 755\ \text{MPa})\). A steep gradient is evident from the surface to a depth of \(~20\ \mu\)m, with the lowest residual stresses obtained in the principal directions \((\sigma_{11} = -70\ \text{MPa}, \sigma_{22} = 30\ \text{MPa}, \sigma_{33} = 100\ \text{MPa})\). From 20 – 45 \(\mu\)m, the stress in the \(\sigma_{11}\) direction increase greatly. After this depth the changes in stresses reduces and are fairly stable in value. At 445 \(\mu\)m depth, the residual stresses in the principal directions are as follows: \(\sigma_{11} = 400\ \text{MPa}, \sigma_{22} = 90\ \text{MPa}\) and \(\sigma_{33} = 85\ \text{MPa}\).

\(\sigma_{12}\) shows compressive stresses at the surface which approaches zero stress level at 445 \(\mu\)m. Little or no shear stresses were calculated for \(\sigma_{13}\) and \(\sigma_{23}\).
Figure 3. Bulk microstructure comprising cellular dendrites. Figure 4. Orientation imaging map.

Figure 5. $d_0$ determination. and $\phi = 45^\circ$.

Figure 6. $d_{spacing}$ vs. $\sin^2 \psi$ at 45 µm

Figure 7. Residual stress profile.
Discussion
Electron backscatter diffraction together with an OIM was used to analyse the microstructure in Fig. 3-4. The analysis revealed a non-uniform grain structure containing large elongated (not equiaxed) grains with many low angle grain boundaries together with nano-sized grains. The grains are oriented directionally, parallel to the building direction giving this unconventional microstructure. The directional grains could cause a crystallographic texture as well as anisotropy leading to the non-linear behaviour in Fig. 6.

The gas atomised powder used to determine the stress free lattice spacing \( d_0 \) was not completely stress free, as seen in Fig. 5. The D1 linear fit has a positive slope and the D2 linear fit has a negative slope. The presence of residual stresses is likely due to the rapid cooling from molten to solid state since the powder is gas atomised. The assumption to use the gas atomised powder for \( d_0 \) determination is reasonable since both the powder and the alloy are free from precipitates. Furthermore, the cellular dendritic SLM material and the dendrites in the gas atomised powder particles have similar primary dendrite arm spacing’s.

The residual stresses in the specimen are significant since warping of the specimen is seen just by looking at it. The high surface residual stress values (\( \sigma_{11} = 660 \) MPa, \( \sigma_{22} = 740 \) MPa, \( \sigma_{33} = 755 \) MPa) shown in Fig. 7 are above the yield stress but lower than the tensile strength (676 MPa in the relevant direction, i.e., horizontal), as reported by Brodin and Saarimäki [14]. Electric discharge machining, can change the microstructure to a depth of 5 – 10 \( \mu \)m. This could generate the steep stress gradient observed at the first measured points. Within the measured volume, all stresses except \( \sigma_{11} \) decrease from 145 \( \mu \)m to a depth of 440 \( \mu \)m at which the stresses are fairly stable. Even though the residual stresses should approach zero and eventually become compressive in the bulk, the stresses extend to a greater depth than investigated here. The high \( \sigma_{11} \) stress level is responsible for the specimen deformation caused by the layer by layer build process during solidification and cooling.

Biaxial stress state assumes that there is a linear relationship between \( d \) spacing and \( \sin^2 \psi \) [15]. However, a biaxial stress state cannot be assumed in this case since in depth and shear components are \( \neq 0 \) which results in the poor linear fit in Fig. 6. Thus, the triaxial stress calculations performed are believed to better reflect the actual stress state in the specimen.

Due to the lack of data regarding the x-ray elastic constants (XEC) \( s_1 \) and \( \frac{1}{2}s_2 \), they were calculated using the Young’s modulus (bulk parameter) and \( v \). However, these calculated values could render non-negligible errors. Using the XEC for single crystal Hastelloy X [12] or Inconel 718 [16] would generate a shift in measured stresses of approximately 30 \%. Hence, accurate XEC need to be determined.

Conclusions
Residual stress measurements and microstructural analysis was conducted on SLM material from EOS NickelAlloy HX powder. We show that the microstructure is fine-grained and the grains are elongated along the build direction. It is clear that the grains are allowed to grow over several layers during the building process. Electric discharge machining locally changes the microstructure resulting in the steep decline in residual stress from the surface (0 – 20 \( \mu \)m).

All stresses except \( \sigma_{11} \) decrease from 145 \( \mu \)m to a depth of 440 \( \mu \)m where \( \sigma_{11} \) is still increasing. Assuming a biaxial stress state is misleading since the SLM process induce large out of plane residual stresses. Accurate XEC need to be determined due to the lack of data regarding the x-ray elastic constants (XEC) \( s_1 \) and \( \frac{1}{2}s_2 \) for SLM EOS NickelAlloy HX.
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Abstract. This work presents the application of a finite element (FE) model developed to simulate the repair process in the case of components with a pre-existing stress state. The approach is tested in the case of a repair of a laser beam weld in a stainless steel pipe with the region of repair located in the heat affected zone of the original weld. The area of the repair is removed and refilled testing different approaches in terms of the number, and direction of the repair passes. The comparison between the refilling procedures is presented with the aim of evaluating the effects on the final residual stress distribution.

Introduction

Weld repair is commonly adopted to restore the integrity of a weld when defects are detected. According to the size and position of the defect, different repair geometries may be used, including shallow or deep and short or long excavations, resulting in different residual stress distributions. In the literature, only a few works are available where the attention was focused on the numerical simulation of weld repair. On the one hand the benefits of a 2D simulation in computational welding mechanics have been highlighted by Dong et al. \cite{1}, Brown et al. \cite{2}, Kim et al. \cite{3} and Limpus et al. \cite{4}: easier modelling procedure and smaller models which require lower computing power. On the other hand, Feng et al. \cite{5} as well as Bonnau and Gunnars \cite{6} pointed out that only 3D simulations can capture effects due to a repair, for instance the details at start/stop locations. Brust and Rudland \cite{7} discussed the merits and limitation of 2D versus 3D solutions including several examples of their simulations: a partial circumferential pipe repair, an industrial weld fabrication and ship structure weld analyses.

In this work, the repair of a laser beam weld in a stainless steel pipe is simulated by means of a numerical FE approach developed by Salerno et al \cite{8} adopting 3D simulations. The area of the repair is removed and refilled testing different strategies in terms of the number and direction of the repair passes. The comparison between the refilling procedures is presented highlighting the effects on the final residual stress distribution.

Case study

A laser beam welding (LBW) was used to join two pipes made of SUS316 stainless steel to create a whole unique pipe with length 800 mm. The work from Deng and Kiyoshima \cite{9} was used as a reference for the simulation of the fabrication weld. The inside diameter of the pipe was 200 mm, and the wall thickness 10 mm. As a small defect was assumed to appear at the boundary of the HAZ and the fusion zone, the repair procedure was carried out by removing a slot 5 mm deep through the thickness, 5 mm wide and covering an arc of 40°, located as shown in Fig1.
To obtain full penetration through the wall thickness, the power of the LBW and the speed were set as 12 kW and 1000mm/min, respectively as by Deng and Kiyoshima [9]. It was assumed that the slot was refilled using TIG welding. The weld power for the TIG process was set with a trial/error approach to ensure the elements simulating the filler being deposited reached the melting temperature. Different refilling approaches were investigated as described in Table 1. The terms Same Direction (SD) and Opposite Direction (OD) refer to the direction of the original LBW. In the case of two passes, these were assumed to be on top of each other, with the first one filling half the depth of the slot.

<table>
<thead>
<tr>
<th>Case</th>
<th>Refilling Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>One pass - Same Direction (SD)</td>
</tr>
<tr>
<td>B</td>
<td>One pass - Opposite Direction (OD)</td>
</tr>
<tr>
<td>C</td>
<td>Two passes OD + OD</td>
</tr>
<tr>
<td>D</td>
<td>Two passes OD + SD</td>
</tr>
<tr>
<td>E</td>
<td>Two passes SD + SD</td>
</tr>
<tr>
<td>F</td>
<td>Two passes SD + OD</td>
</tr>
</tbody>
</table>

**FE model**

The computational procedure developed by Salerno et al. [8] was adopted in the present study using the commercial FE software Abaqus. A view of half mesh and cross section is shown in Fig. 2.

This highlights the mesh size transition adopted to decrease the number of elements, moving from the weld region to the far field. 282936 linear hexahedral elements were used for both the thermal and mechanical analyses to reduce the computational cost, yet still obtain a representative solution. The heat source adopted to simulate the initial weld was the truncated cone power density.
distribution which is commonly chosen to simulate beam welding processes while the double ellipsoid was selected for the simulation of the TIG weld repair [10]. The geometric parameters of the heat sources were chosen to produce a plausible weld pool in both cases as shown in Figs. 3 and 4.

In the mechanical analyses, the elastic behavior was modelled using the isotropic Hooke's law while the von Mises yield criterion was adopted to determine the onset of plastic behavior. Strain hardening was taken into account using a linear isotropic hardening law. The annealing temperature option was used to simulate the loss of the hardening memory of the material. This was assumed to be 800°C for SUS316 stainless steel [11]. When the temperature of a material point is higher than the annealing temperature, the equivalent plastic strain is reset to zero. If the temperature of a material point falls below the annealing temperature at a subsequent point in time, the material point can work harden again. Microstructural changes were not considered in the analyses. The boundary conditions were assigned in three nodes located on the one end of the pipe to avoid rigid body motions, constraining node 1 along X,Y,Z, node 2 along X,Y and node 3 along X.

**Results and discussion**

Numerical predictions for the LBW were verified by means of the numerical results from Deng and Kiyoshima [8] both in terms of thermal and mechanical analyses. In Fig.5 hoop and axial residual stresses due to the LBW and the repair procedures investigated are presented on the paths shown. The effects of the repair on the initial residual stress are evident, causing a redistribution in both the axial and hoop stress. The repair approaches investigated induce visible differences on the axial stress (Fig.5a). The highest tensile stresses in the axial distribution are regulated by the direction of the repair pass both for one and two passes. These appear approximately at the boundary of the slot being refilled (70° and 110°) due to the restraint imposed by the surrounding material. For the same reason, lower local maxima of axial residual stress are visible at the starting location when the material is deposited in two passes. These are not present when the deposition is simulated in a single pass. In the case of two passes, the direction of the second pass governs the final distribution of the axial stress which appears to be comparable to the one obtained with a single pass in the same direction of the second one. The hoop stress is not as affected by the repair strategy adopted as the axial stress. Trends on the two axial paths considered are comparable for all the cases analyzed both for the axial and hoop (Figs.5a and 5b). Along the axial path on the O.D. the hoop stress becomes compressive because of the repair pass while it stays tensile for the path on the I.D. As highlighted in Table 2, the maximum and minimum axial and hoop stresses are not significantly influenced by the repair approach adopted. The highest axial stresses are in the case of two passes when the second pass is in the same direction of the LBW. The highest hoop stress is not due to the repair.
Fig. 5 Axial and Hoop stress on highlighted paths. O.D. (a-b) and I.D. (c)

Table 2 Maximum and minimum axial and hoop stresses in MPa for the cases studied.

<table>
<thead>
<tr>
<th></th>
<th>Axial - Max</th>
<th>Axial - Min</th>
<th>Hoop - Max</th>
<th>Hoop - Min</th>
</tr>
</thead>
<tbody>
<tr>
<td>LBW</td>
<td>350</td>
<td>-314</td>
<td>354</td>
<td>-257</td>
</tr>
<tr>
<td>Case A</td>
<td>410</td>
<td>-353</td>
<td>354</td>
<td>-320</td>
</tr>
<tr>
<td>Case B</td>
<td>409</td>
<td>-353</td>
<td>354</td>
<td>-320</td>
</tr>
<tr>
<td>Case C</td>
<td>435</td>
<td>-361</td>
<td>354</td>
<td>-321</td>
</tr>
<tr>
<td>Case D</td>
<td>425</td>
<td>-360</td>
<td>354</td>
<td>-320</td>
</tr>
<tr>
<td>Case E</td>
<td>439</td>
<td>-361</td>
<td>354</td>
<td>-321</td>
</tr>
<tr>
<td>Case F</td>
<td>422</td>
<td>-361</td>
<td>354</td>
<td>-321</td>
</tr>
</tbody>
</table>
Fig. 6 shows the distribution of the axial and hoop stress after the LBW and the case A. A quarter of the pipe was hidden for convenience to evaluate the distribution of the stress across the thickness. Tensile regions appear in the axial stress distribution because of the repair with highly compressive areas located at the start/stop area while a compressive stress is visible in the hoop distribution in the repair region. However the field results do not highlight relevant differences for the repair strategies analyzed.

Conclusions and future work

- The initial residual stress field redistributes because of the repair procedure whatever repair strategy is adopted.
- The number of passes and the deposition sequence simulated do not appear to have a significant effect on the magnitude of residual stress, both for the axial and the hoop stress. The numerical model suggests there is no relevant benefit of using a repair strategy or another in terms of lowering the maximum tensile stress.
- The distribution of the hoop stress is less affected by the number of passes and their direction compared to the axial stress.
- In the case of two passes the second pass governs the distribution of the final axial stress. This appears very similar to the one obtained with a single pass in the same direction as the second one. Therefore, if the aim of the analysis is to obtain a quicker, yet still representative solution, it is sufficient to simulate the material deposition in a single step with the deposition direction of the final pass.
Future work will include the investigation of different slot geometries and refilling strategies, welding power for the repair procedure and the microstructural evolution driven by the weld passes on the material properties.
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Abstract. Shot-peening is a common mechanical surface treatment used in automotive and aeronautical industries to enhance life duration of mechanical parts by introducing compressive residual stresses. TRIP 780 steel fatigue type specimens are shot-peened and loaded under cyclic bending. The martensite phase transformation and the evolution of residual stresses in the different phases are determined by XRD at different numbers of cycles. A FEM model is also proposed to better understand the evolution of residual stresses in the first cycles.

Introduction
Most surface treatments aim at enhancing life duration of mechanical parts by introducing compressive residual stresses. Shot-peening (SP) process generates a compressive residual stress by deformation of the surface which is accommodated by elastic residual strains. However, those induced stresses may not be stable during the life of a part submitted to thermal and mechanical fatigue. This study deals with the analysis of mechanical stress relaxation and microstructure evolutions of a TRIP-aided steel, TRIP780 [1, 2], after shot peening and subsequent cyclic mechanical loading. This steel exhibits a multiphase microstructure (ferrite, bainite, and austenite) where each mechanical constituent participates to the global behavior [3, 4]. Austenite is a metastable phase which can transform into martensite under a thermomechanical loading.

To reach this goal, the mechanisms responsible for relaxation (plasticity, phase transformation) have to be identified. The first part presents the experimental set-up of the performed analysis and the obtained results are presented and discussed. In a second part, a FEM model using a phenomenological approach is presented in order to understand the redistribution of mechanical fields (macroscopic stress and plastic strain) during the first cycles.

Experimental methods
TRIP780 steel exhibits a multiphase microstructure (austenite, bainite and ferrite). Its chemical composition is given in Table 1. The volume fraction of initial austenite is about 13% with 70 % of ferrite and 17 % of bainite. The macroscopic yield strength of TRIP780 steel provided by ArcelorMittal is 560 MPa.

Standard fatigue type specimens cut in the transverse direction (TD) of a 2 mm thick TRIP780 steel sheet (Fig. 1) are submitted to cyclic bending.

<table>
<thead>
<tr>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.21</td>
<td>1.6</td>
<td>1.6</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Table 1 Chemical composition of TRIP780 steel in % wt (iron balanced)
Figure 1 Specimen geometry (a). Thickness 2 mm. Dimensions in mm. Bending test bench (b)

Specimens are shot-peened in a turbine Wheelabrator machine successively on each face. The Almen intensity is F19A. The shot-peening conditions are as following: 400 µm diameter conditioned cut wire shots- hardness700 HV, coverage 230%. The resulting Ra roughness is 4.5 µm.

The specimens are submitted to cyclic reverse bending (R=-1) with an imposed curvature which leads to pure bending in the area of interest. The bending test bench was developed for this study by the academic and industrial partners (Fig. 1b). The residual stresses are determined at 3 interrupted states (initial, 1000 and half-life cycles) with three targeted loading intensities (585, 600 and 650 MPa at the surface). Bending loads are calculated and calibrated from a pure elastic behavior.

Residual stresses are determined in austenite (FCC) and ferritic constituents (CC and BCC) using X ray diffraction (XRD) analysis with sin²ψ method [5]. A D500 Siemens XRD goniometer is used to determined stress in ferritic constituents (ferrite, bainite and martensite) with Cr radiation and Vanadium filter on the {211} planes with 40kV and 30 mA. The austenite fraction determination is carried out on the same apparatus following the ASTM standards [6]. When more than 5% of austenite is detected, residual stresses in the austenitic phase are determined with an Elphyse Set-X machine using Mn radiation with Cr filter on the {311} planes. Residual stresses profiles are obtained by electropolishing in the transverse direction. Since the specimens are 2 mm thick, the determined stresses are corrected taking into account the layer removal [7].

Experimental results

After shot-peening, the retained austenite has transformed to martensite and a gradient of martensite and residual stresses in the specimen is determined. Figure 2 presents the austenite fraction profile after SP. Associated stress profiles of ferritic and austenitic phases are displayed in Figure 3. The determined stress in each constituent φ represents the quantity \( \sigma_{xx}^\phi - \sigma_{zz}^\phi \), with the macroscopic value \( \sigma_{zz}^{\text{Macro}} \) being equal to zero for a uniform shot peening treatment.

With 13% austenite in the as-received material, we assume that austenite is transformed in the first 200 µm. At surface, the assumption can be made that austenite is totally transformed. The shot-peened specimens show a maximum stress in compression of -600 MPa in ferritic constituent and -600 MPa in austenite phase too. As the detection threshold of austenite is 5%, residual stresses determination is carried out from 70 µm.
Figure 2 Initial retained austenite profile after SP

Figure 3 Corrected residual stress profiles after SP (a) in ferritic constituents, (b) in austenite in the transverse direction

In the following part, the focus is made on the macroscopic stress $\sigma_{\text{macro}}(z)$ at each depth $z$ in the material, resulting from the averaging of the stresses in austenite $\sigma_{xx}^{\text{aust}}$ and ferritic $\sigma_{xx}^{\text{ferr}}$ constituents by a mixture law:

$$\sigma_{xx}^{\text{Macro}}(z) = f_{\text{aust}} \sigma_{xx}^{\text{aust}}(z) + (1 - f_{\text{aust}}) \sigma_{xx}^{\text{ferr}}(z)$$  \hspace{1cm} (1)

where $f_{\text{aust}}$ is the austenite volume fraction determined by XRD and $x$ is the measurement direction (TD in this case).

During the cyclic tests, SP specimens are submitted to an imposed curvature at 3 loads (585, 600 and 650 MPa at the surface). In Figure 4, residual macroscopic stresses after 0, 1000 and half-life cycles under the 3 loads are displayed. For the highest loading of 650 MPa (Figure 4a), residual stresses relax mainly in the first thousand cycles. The relaxation still takes place between 1000 and half-life cycles. For 600 and 585 MPa (Figure 4b and 4c respectively), relaxation in the subsurface
appears to be more important than at the surface. For each profile except 650 MPa, residual stresses reach a level of -50 MPa in subsurface (after 100 µm depth), and reach -300 MPa at the surface. For 600 MPa and 585 MPa, profiles cross at 300 µm at the value of 0 MPa. The relaxation behavior seems to be different in the first 50-100 µm than in the rest of the sample. It corresponds with the zone where austenite has been transformed by SP.

![Figure 4](image)

**Figure 4** Relaxation for different cyclic bending loads (a) 650 MPa (b) 600 MPa (c) 585 MPa (R=-1).

**Simulation**

In this part, finite element (FE) simulations are carried out in order to understand the role of the material behavior and of the structural effect on the relaxation of a shot-peened specimen. The simulations are performed with Abaqus 6.13/Standard FE software.

The first step is to model the initial mechanical state after shot-peening. Besides compressive residual stresses, shot-peening generates an important hardening at the samples surface. As a first approximation, the residual stresses are generated by the fictitious thermal method [9]. It consists in introducing fictitious dilatation coefficients $\alpha$ in a partitioned part, apply a fictive thermal load $\Delta T$ which generate residual stresses due to incompatible plastic strains. Plastic strain values associated with the targeted residual stresses are obtained by equation (2) (semi-infinite body hypothesis) [8]:

$$\varepsilon_p = \frac{\Delta T}{\alpha E}$$
\[ \varepsilon_p(z) = \frac{v - 1}{E} \sigma_{\text{res}}(z) \]  

(2)

In the hypothesis of an orthotropic residual stress state, dilatation coefficients are given by the following equation [9]:

\[ \alpha(z) = \frac{2\mu + C + K(z)}{2\mu \Delta \theta} \cdot \varepsilon_p(z) \]

(3)

with \( K(z) = \left| \frac{\sigma_y}{3\varepsilon_{\text{xx}}(z)} \right| \)

(4)

and \( C \) is kinematic hardening slope, \( \sigma_y \) the yield strength, and \( \Delta \theta \) the imposed temperature change.

Figure 5 Simulated macroscopic residual stresses profile after shot peening and sample geometry and mesh (symmetry simplification).

The fictitious thermal method is applied to a FE model of the specimen to generate the residual macroscopic stress profile (figure 5) based on experimental data. The generated stress is slightly different from the experimental one. Indeed, the experimental profile is not self-balanced.

This method generates only the required plastic strain to generate the residual stress profile. They are about 0.3-0.4% which is far below the real plastic strain in shot-peened material (until 30-50%). The aim of this method is not to initiate the hardening internal variables. To do so, the yield strength \( \sigma_y \) could be change with depth in order to model some hardening effects.

Mechanical relaxation is separated in two parts [10]. Static relaxation occurs in the first bending cycles due to macroscopic strain by the superposition of residual stresses and loading. This phenomenon is modelled by a cyclic hardening law on the first 5 cycles of loading. Some numerical investigations are also presented for a material modelled with standard phenomenological constitutive laws with different hardenings.

The second part is the dynamic relaxation which needs another description of the damage mechanisms occurring at high number of cycles.
Conclusions
The initial state of shot-peened TRIP steel and the stress relaxation under 3 reverse bending loads were investigated in this study. This experimental work is followed by FE simulations which aim to dissociate static and cyclic relaxation.
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\textbf{Abstract.} The surface integrity has a significant effect on the fatigue life of structural components (e.g., landing gears). To estimate sub-surface residual stresses, X-ray diffraction (XRD) is applied to a Ti5553 alloy sample in an \textit{in-situ} tensile test. This material is challenging since it is made of α and β phases of different proportions, shapes and scales ranging from submicrometre to millimetre sizes. Therefore stress variations occur between grains. For millimetric probed volumes, the studied microstructure leads to shallow and noisy diffraction signals. It is shown that combing a new integrated method of diffraction peak registration and \textit{in-situ} XRD measurements in tensile tests allows qualitative and quantitative results of residual stress analyses to be obtained for Ti5553 alloy samples.

\textbf{Introduction}

Aircraft landing systems are not only subjected to high dynamic load levels upon landing, but also to fatigue cycles during landing, take-off and taxiing. The structural parts of landing systems are made of alloys with high specific strength. The continuous development of such materials recently led to the introduction of forged and machined parts made of titanium alloys with high ultimate tensile strength [1]. The fatigue life of structures depends on intrinsic (i.e., bulk) and extrinsic (i.e., surface) properties [2,3]. Consequently, chemical and mechanical treatments are performed as part of the manufacturing process to enhance the resistance to corrosion and fatigue of all structural components (in particular parts made of high strength titanium alloys). Compressive residual stresses are created on the sub-surface of forged and machined parts. These residual stresses have to be evaluated to quantify their influence on the fatigue properties of structures. The most common non-destructive evaluation technique used to determine residual stresses is X-ray diffraction (XRD).

The aim of this work is to prove the feasibility of XRD for challenging stress analyses. Qualitative, quantitative and reliable estimation of stresses in coupons made of high strength two-phase titanium alloy (i.e., Ti5553) are needed. \textit{In-situ} tensile tests are carried out to compare stress estimations obtained via XRD measurements with other techniques (e.g., applied stress data using load cells). To post-process XRD measurements two in-house codes have been developed. The images shot during the experiment have been used to check that the probed volume has not moved during the experiment thanks to digital image correlation (DIC [4]).

\textbf{XRD stress analysis on two-phase titanium alloy}

One of the challenges of XRD analyses of two-phase alloys such as Ti5553 is the microstructure complexity [5,6], see Figure 1. Ti5553 is a metastable β-alloy made of body-centred cubic (BCC)
matrix and hexagonal close-packed (HCP) inclusions (i.e., α-phase) with different volume fractions, shapes and scales of grains ranging from sub-micrometre (i.e., lamellae) to millimetre size (i.e., β-grains). These dimensions are to be compared to the 1-mm in diameter X-ray spot that is used herein. The probed volume by the X-ray beam spreads over a few mm$^2$ and penetrates down to 3 μm under the surface. The consequence is the heterogeneity of the material concerned with XRD measurements, especially the variability in number and shape of α- and β-grains within the probed volume. These grains may experience small variations in lattice parameters or local stresses, which result in small strain variations. Consequently, XRD peaks are shallow, which make XRD analyses challenging. In the present work, only stresses in the α-phase will be estimated. The use of \{213\} planes corresponds to Bragg’s angle $2\theta = 140.6^\circ$. The elastic parameters chosen for the present analyses are linked to the α-phase for an isotropic elastic behaviour in a two-phase titanium alloy [7] (i.e., $\frac{1}{2}S_2 = \frac{(1+\nu)}{E} = 11.9 \times 10^{-6}$MPa$^{-1}$, where $\nu$ and $E$ are respectively Poisson’s ratio and Young’s modulus for the α-phase).

Figure 1: SEM pictures of Ti5553 alloy from a bogie of a landing gear. Sub-micrometre size α-lamellae (left) and micrometre size α-nodules (right) embedded in β-matrix

When a material is loaded (as herein) or exhibits residual stresses (e.g., landing gears after shot-peening), the crystal lattices deform. XRD enables variations of interreticular distances to be measured by analysing peaks due to diffraction phenomena in crystalline materials. The link between diffraction peak angle and interreticular distances is given by Bragg’s law. Elastic stresses are then evaluated by estimating peak shifts with the chosen elastic law. Post-processing is carried out with the so-called $\phi\psi$ isotropic elastic law [8].

Morphological variations in two-phase materials induce different stresses within grains. Therefore the stresses differ within the considered volume, thereby inducing micro-shifts of diffraction peaks in the diffractogram. For millimetre-size probed volumes, such microstructures create shallow and noisy diffraction peaks. The post-processing steps need special care to be exercised [8,9]. Results of stress evaluations in such two-phase alloys thus need to be validated with independent measurements. It is proposed to use an in-situ tensile test for which the applied global forces are measured by the load cells and can be linked to stresses measured via XRD. In the present case, the stress states may slightly vary between two grains of the same coupon [5,6]. This is an additional issue for the present work since locations of XRD measurements are not perfectly reproducible and some uncertainties are expected.

**In-situ tensile test for XRD stress analyses**

A peak correlation method for XRD measurements is applied and compared with a new approach that is based on integrated algorithms [10], which are used in DIC techniques [4]. The in-situ XRD measurements are carried out in the centre of the top face of a dogbone flat coupon made of Ti5553 alloy (Figure 2). After electropolishing, a speckle pattern is sprayed on the top surface to enable images to be registered via DIC. Two opposite actuators are used so that the monitored zone is motionless (this hypothesis was checked with DIC).
Figure 2: Ti5553 speckled coupon with an unpainted area to enable for XRD measurement. Sample dimensions: \( 50 \times 6 \times 0.5 \text{ mm}^3 \)

Figure 3 illustrates the *in-situ* setup consisting of the miniature testing machine within the XRD goniometer.

![Figure 3: Dogbone Ti5553 coupon in miniature testing machine. Parameters for XRD measurements: Cu source, 1-mm collimator, linear XRD sensor, Ni filter](image)

The experimental procedure consists of loading the coupon at various load levels (Figure 4). The central area of specimen is left without speckle to allow for XRD measurements. Knowing transverse sections everywhere enables the mean applied stresses to be estimated, in particular in the centre of the coupon with the knowledge of measured forces. Both XRD signals and image acquisitions are carried out for each loading step. Forces and corresponding stresses vary within the range of residual stresses induced by machining (\( \approx 200 \text{ MPa} \)) or shot peening (\( \approx 700 \text{ MPa} \)), which are typical extrinsic states at the end of the manufacturing process of the studied alloy. The maximum applied stress corresponds to maximum load that can be applied by the selected testing machine. The two load levels at the middle of the experiment are longer than the other ones to assess the repeatability of the measurements, which turned out to be very good. All stress analyses via XRD are carried out in the loading direction.
Stress evaluations

XRD diffraction peaks are registered then modelled by a Gaussian profile coupled with isotropic elasticity. It allows the peak shift to be related to stresses thanks to an integrated approach. The latter is of great interest in two-phase alloys since peaks are flat and noisy, and the determination of peak positions is not always accurate [10]. Let \( f \) denote the measured diffractogram, and \( g \) a reference signal (here modelled as Gaussian). An integrated approach consists of minimizing the sum of squared differences \( \rho^2 \)

\[
\rho(x) = \frac{f(x) - I_b - D x}{\Delta I} - g\left(\frac{x - x_0(\sigma_{\phi\phi}, \sigma_{\phi3}, \varepsilon_0)}{\sigma_0}\right)
\]

over the whole measurement data points \( x \) and diffractograms with respect to the peak height \( \Delta I \), the mean background level \( I_b \) and its spatial drift \( D \), the peak width \( \sigma_0 \), and the three mechanical unknowns \( \sigma_{\phi\phi}, \sigma_{\phi3}, \varepsilon_0 \) via a Gauss-Newton scheme. In this formulation, the peak position \( x_0 \) is directly parameterised with the normal stress \( \sigma_{\phi\phi} \), the shear stress \( \sigma_{\phi3} \), and \( \varepsilon_0 \) that is a term combining the trace of stress tensor and the reference angle [10]. The elastic and isotropic law used to model stresses once lattice strains \( \varepsilon_{\phi\psi} \) are measured via XRD in the direction \( \phi\psi \) reads

\[
\varepsilon_{\phi\psi} = \frac{1}{2} S_2 \sigma_{\phi\phi} \sin^2 \psi + S_1 \text{tr}(\sigma) + \frac{1}{2} S_2 \sigma_{\phi3} \sin 2\psi
\]

where \( S_1 \) and \( S_2 \) are the elastic parameters of the \( \alpha \)-phase for the considered \{213\} plane family.

Figure 5 displays applied stress estimations in the analysed zone (Figure 2) for different load levels (Figure 4). The first estimation, which is referred to as digital signal correlation (DSC), uses peak registration as commonly performed in commercial codes (e.g., StressDiff). The results given by
the integrated method, i.e., integrated digital signal correlation (IDSC), which consists of directly seeking the stresses within the peak registration procedure (i.e., the peak shift is parameterised with the unknown stresses), are also shown.

The fact that the registration residuals for DSC and IDSC are very close validates the integrated approach and also the isotropic elastic model [8]. Further, the stresses can also be estimated with the force levels measured by the load cells of the testing machine. Very similar results are obtained with the three different approaches. Part of the observed differences is due to geometric defects induced by electropolishing, which was not uniform. Figure 5 also reports the standard uncertainties of stress estimations for each load and for DSC and IDSC algorithms (green markers) and compares them to stress evaluations with the load data (black markers). The standard resolutions for both methods are similar and small (≈ 15MPa) compared to stress estimation levels. It is an additional validation for the registration of XRD peaks and the hypothesis of isotropic elasticity. Root mean square errors between stress estimations by DSC or IDSC and load data are higher. They include errors in evaluating the real section geometry. The mean value of these errors is 38 MPa, which remains small given all the challenges that had to be addressed.

![Figure 5: Estimation of stresses with different methods (left) and corresponding standard stress uncertainties (right). For each stress evaluation 13 \( \phi \) positions were considered [11]](image)

**Conclusion**

A new procedure has been used to estimate stresses via XRD analyses using isotropic elasticity. An *in-situ* tensile test has been carried out to validate both experimental methodologies and an in-house integrated signal registration procedure. It has been applied to high strength Ti5553 alloy exhibiting shallow and noisy diffraction peaks.
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Abstract. The objective of this work is to propose a model able to optimize the mechanical properties from gaseous nitriding of steels (hardness, residual stresses) for a given loading and fatigue lifetime. Multiaxial fatigue criteria are used and the present study focuses on the influence of residual stresses. Starting from a surface loading profile, the theoretical residual stress in-depth profile can be calculated aiming infinite fatigue lifetime. The model allows then optimization of the nitriding parameters.

Introduction
Compressive residual stresses provide the material with a better fatigue strength\cite{1}. Fatigue lifetime calculations can take into account residual stresses thanks to multiaxial fatigue criteria\cite{2}. Gaseous nitriding generates significant improvements in mechanical properties of the surface of steel-made parts, such as hardness and the development of high compressive residual stresses\cite{3-5}.

Residual stresses found origins through the volume change resulting from the phase transformations during nitriding\cite{6}. For a given steel composition, the generation of residual stresses is influenced by the temperature, time, and ammonia dissociation rate of nitriding\cite{7}.

The present work aims to consider the development of residual stresses from nitriding to the calculation of the fatigue lifetime of nitrided parts. A model is proposed to calculate the theoretical residual stress in-depth profile depending on the loading and required durability of a workpiece.

Modelling
Multiaxial fatigue criteria. Fatigue criteria allow taking into account the mechanical characteristics of treated materials. The interest has focused on criteria expressed in terms of hydrostatic pressure $P_H$ since it is an addition of the loading and residual stresses. The Dang Van\cite{9} criterion was used, in order to predict the initiation of material failure.

The Dang Van criterion, $E_{DV}$, is used as shown in (Eq. 4)\cite{9}.

\begin{equation}
E_{DV} = \max_{t \in T} \left( \frac{\tau(t) + \sigma_{DV} P_H(t)}{\beta_{DV}} \right)
\end{equation}

The hydrostatic pressure $P_H(t)$ is an addition of applied stresses $\sigma_{app}(t)$ and residual stresses $\sigma_{res}(t)$:

\begin{equation}
P_H(t) = \frac{1}{3} tr(\sigma_{app}(t) + \sigma_{res}(t))
\end{equation}
The slope, $\alpha_{DV}$, of the line is calculated with respect to the fatigue properties of the non nitrided core material [2]. The coefficient $\beta_{DV}$ takes into account the hardness $HV(Z)$ at a given depth $Z$ induced by nitriding [1]:

$$\beta_C(Z) = \beta_0 \left(\frac{HV(Z)}{HV_0}\right)^n$$

Where the coefficients $\beta_0$ and $HV_0$ are a constant and hardness for the core material. The coefficient $n$ is a work-hardening coefficient.

The shear stress $\tau(t)$ is equal to the Tresca criterion. Thus, it is calculated with the eigenvalues of the stress tensor given in (Eq. 5).

$$\tau(t) = \frac{1}{2} \max(|\sigma_1(t) - \sigma_2(t)|, |\sigma_2(t) - \sigma_3(t)|, |\sigma_3(t) - \sigma_1(t)|)$$

(5)

This fatigue criterion can be used, on one hand, to calculate the fatigue lifetime by setting the mechanical properties (residual stress, hardness) of the nitrided layers, or on the other hand, the optimisation of the mechanical properties can be achieved by setting the required fatigue lifetime.

**Calculation of a fatigue lifetime.** The purpose is to determine a fatigue lifetime in-depth profile for a nitrided layer and for a given failure probability. At each depth, the number of cycles $N$ such that $E(N) = 1$ is determined (Fig.1). The hydrostatic pressure and applied stresses are functions of the depth, whereas the coefficients of criterion also depend on the number of cycles $N$ [2]. At each depth, $\alpha(N)$ and $\beta(N)$ must then be determined for each new number of cycles $N$.

![Figure 1. Determination of the fatigue lifetime.](image)

**Influence of compressive residual stresses**

In order to show the influence of the residual stress and hardness on the fatigue strength, calculation of the fatigue lifetime on a tooth flank was performed with and without nitriding.
Input data. The present work deals with gaseous nitriding of a carbon iron-based alloy. Material and nitriding parameters remain confidential. The residual stress $\sigma_{\text{res}}$ and hardness $HV$ in-depth profiles used in order to point out the effect of the mechanical properties provided by nitriding on the fatigue lifetime of a carbon iron-based alloy are given in Fig. 2.a and 2.b respectively. The residual stress is obtained by X-ray diffraction in the ferrite. A Siemens D500 diffractometer is used with Chromium radiation $K_\alpha$ on the diffraction plane in ferrite $\{211\}$. In order to determine the mean residual stress $\sigma_{\text{res} xx} - \sigma_{\text{res} zz}$, the $sin^2 \omega$ method is used and Electro-chemical polishing provides each depth. The hardness is measured with a microdurometer.

![Figure 2: Residual stress in ferrite obtained by X-ray diffraction (a.) and Hardness obtained by microdurometer with effective depth $Z_{\text{eff}}$ (b.) in-depth profiles after nitriding of a carbon iron-based alloy.](image)

The shear stress $\tau(t)$ and hydrostatic pressure $P_H$ are determined according to the residual stress in-depth profile from nitriding (Fig. 2.a) and the shear stress from simulation of the contact pressure on a tooth flank (Fig. 3).

![Figure 3: Shear stress profiles from simulation of the contact pressure on a tooth flank at a given interval of time $dt$.](image)
Results. The comparison between the loading before (as round marks) and after (as square marks) nitriding is given in Fig. 4 for a durability of $10^7$ cycles and $10^{-6}$ % failure probability.

Figure 4: Loading with (red square) and without (purple round) nitriding according to the Dang Van criterion (purple surface) considering $10^7$ cycles and a $10^{-6}$ % probability of failure. Filled marks are located above the Dang Van surface.

The boundary surface (shown in purple in Fig. 4) separates the rupture zone (above) from the non-rupture zone (underneath). The loading points without nitriding are above the fatigue limit surface between 0 and 250 µm depth. Therefore, the probability of failure close to the surface is not negligible for a steel without nitriding. The necessity of nitriding is given as empty square points, all being below the fatigue limit surface. This result is explained by the decrease of the hydrostatic pressure due to the compressive residual stress effect provided by nitriding.

Increased hardness through the nitrided layer also has a positive effect on the fatigue strength of the material. It shifts up the fatigue boundary surface and increases the non-rupture zone. The hardness effect is lower than for residual stresses as given in Fig. 4. However it is important to point out the significant influence of hardness on increasing the yield strength [2].

Optimization of residual stresses: the minimum requirement for gears
Thanks to previous multiaxial fatigue criteria, the theoretical residual stress and hardness in-depth profiles can be calculated for a given load, probability of failure, and core hardness. The profiles are calculated independently of one another. An example is given in Fig. 5 and by considering the previous loading on the flank of a gear tooth. The durability is equal to $10^7$ cycles, the probability of failure to $10^{-6}$ % and the core hardness to 400 HV$_{0.2}$. 
Figure 5: theoretical and experimental hardness (a.) and residual stress (b.) in-depth profiles based on the Dang Van’s criterion for $10^7$ cycles and a $10^{-6}$ % probability of failure for a flank gear tooth (the applied load is given in Fig. 2).

As illustrated in Fig. 5.a, the calculated stress and hardness profiles are a boundary between a rupture and non-rupture zone. To improve the mechanical properties, a compressive residual stress must be sustained up to 350 µm in depth when considering a constant hardness of 400 HV$_{0.2}$. Moreover, compressive residual stresses of the order of -310 MPa are needed to avoid crack initiation at the extreme surface due to the hertz pressure on the flank [11]. Tensile stresses due to the rebalancing in sublayers may theoretically be permitted, but must be limited, and even more avoided, such that rupture is prevented. Without any residual stresses, the boundary is more important than the 1000 HV$_{0.2}$ of hardness provided by nitriding (Fig. 5.b). In the case of residual stress, the experimental curve is located in the non-rupture zone. However, the experimental hardness is not sufficient against the rupture.

Conclusion

Nitriding has benefit properties for the improvement of the fatigue lifetime of the gears. This improvement includes the residual stress and increased hardness in nitried layers. Multiaxial fatigue criteria were used to firstly predict the fatigue lifetime based on mechanical properties improvements given by nitriding, and secondly predict the ideal residual stress and hardness in-depth profiles for a given durability and probability of failure of nitride steel-made parts. Although the effect of hardness on the lifetime is not as significant as for residual stresses, the present model will allow to carefully optimize the nitriding parameters for a given fatigue lifetime. Specimens were sized to validate the fatigue lifetime prediction and the results will come soon. The influence of the relaxation of residual stress during the mechanical tests will also be studied.
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Abstract. In recent years, Sasaki et al. has developed the X-ray residual stress measurement device (µ-X360) using the "cos α" method [1, 2]. µ-X360 has been used widely in Japan. µ-X360 uses a 2D detector, and the measurement can be done by only single irradiation of X-ray. Accordingly the device is small and light, and stress measurement is conducted in a short time. For these reasons, µ-X360 is expected to be applied to on-site stress measurement of the structures. Generally the “sin² ψ” method has been used for the X-ray residual stress measurement. We, IIC, have been providing field measurement services using the portable X-ray stress measuring device (Stresstech Inc. Xstress 3000) with the “sin² ψ” method. There are many measurement results with the “sin² ψ” method, but there are few reports about the measurement with the “cos α” method. Therefore, we measured various samples by the “cos α” method and compared with the measured values with the “sin² ψ” method, and clarified the characteristics of the results with the “cos α” method.

Introduction
The residual stress measurement has been used for quality management of machine parts, soundness and safety evaluation of structural members. There are various residual stress measurement techniques such as sectioning method, center hole drilling method, X-ray diffraction (XRD) method, neutron diffraction method and so on. In these techniques, XRD method has been adopted widely, because it is non-destructive, inexpensive and relatively simple.

The sin² ψ method has been generally applied in the residual stress measurement by XRD method. We have been providing residual stress measurement services not only in our laboratory but also in the field using Xstress 3000 with sin² ψ method.

On the other hand, Sasaki et al. developed the portable device, µ-X360 suitable for the field measurement by using the cos α method. This device is expected to be applied to the field measurements more and more.

The measurement performance of "sin² ψ" method is excellent and effective. However, the "sin² ψ" method requires a goniometer of the device to irradiate X-rays from some different angles to a specimen to be measured. Therefore, the device cannot be applied in some cases because of the restriction of the device.

In case of the "cos α" method, goniometer is not necessary in the device. Therefore, the device using the "cos α" method is smaller and lighter than the device using the "sin² ψ" method. Consequently the "cos α" method can be used in various cases and for various targets.

However, it is necessary to compare the data obtained from the "sin² ψ" and the "cos α" methods in order to evaluate the measured residual stresses correctly in the actual structure, because these two methods have different measurement principles.

This paper describes the effect of the measurement principles on the residual stresses measured in various loading and material conditions.
Measurement method and test specimen.
We used measurement devices, X-stress 3000 with $\sin^2 \psi$ method and $\mu$-X360n (Pulstec Industrial Co., Ltd) with $\cos \alpha$ method in this experiment. Figure 1 shows the X-rays residual stress measurement devices. We measured powder samples (Fe, SUS, Ni, Al), and high compressive stress standard samples (Fe, SUS, IN718). Figure 2 shows the powder samples, and Figure 3 shows the high compressive stress standard samples. In addition, we measured SM490 and SUS316 plates by four-point bending tests and Figure 4 shows the test setup for X-ray stress measurement. Table 1 shows measurement conditions.

(a) X-stress 3000 with $\sin^2 \psi$ method  (b) $\mu$-X360n with $\cos \alpha$ method

Fig. 1 X-rays residual measurement devices.

Fig. 2 Powder samples

Fig. 3 High compressive stress standard samples
Table 1 Stress measurement conditions

(a) For the powder samples.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>αFe</th>
<th>γFe</th>
<th>Ni</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristic X-ray</td>
<td>Cr-Kα</td>
<td>Cr-Kβ</td>
<td>Cr-Kα</td>
<td></td>
</tr>
<tr>
<td>Diffraction plane</td>
<td>211</td>
<td>311</td>
<td>311</td>
<td>311</td>
</tr>
<tr>
<td>Diffraction angle [deg]</td>
<td>156.4</td>
<td>148.5</td>
<td>158.3</td>
<td>139.0</td>
</tr>
<tr>
<td>X-ray tube voltage [kV]</td>
<td></td>
<td></td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>X-ray tube current [mA]</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>X-ray slit</td>
<td></td>
<td></td>
<td>φ2.0mm</td>
<td></td>
</tr>
</tbody>
</table>

(b) For the high compressive stress standard samples and four point bending tests.

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Fe</th>
<th>SUS316L</th>
<th>IN718</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement method</td>
<td>cosα</td>
<td>sin²ψ</td>
<td>cosα</td>
</tr>
<tr>
<td>Characteristic X-ray</td>
<td>Cr-Kα</td>
<td>Cr-Kβ</td>
<td>Mn-Kα</td>
</tr>
<tr>
<td>Diffraction plane</td>
<td>211</td>
<td>311</td>
<td>311</td>
</tr>
<tr>
<td>Diffraction angle [deg]</td>
<td>156.4</td>
<td>148.5</td>
<td>152.3</td>
</tr>
<tr>
<td>X-ray tube voltage [kV]</td>
<td></td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>X-ray tube current [mA]</td>
<td>1.0</td>
<td>6.7</td>
<td>1.0</td>
</tr>
<tr>
<td>X-ray slit</td>
<td></td>
<td>φ2.0mm</td>
<td></td>
</tr>
</tbody>
</table>
Fig. 4 Experimental setup for X-ray stress measurement in the four-point bending testing.

**Measurement results of the powder samples.**

Figure 5 shows stress measurement results of the powder samples (αFe, γFe, Ni, Al). The gray scale in Figure 5 shows measurement range of $\sin^2 \psi$ method. The measurement result of αFe by cos $\alpha$ method was 0 ± 1.7 MPa. All measurement results of other material powder samples by cos $\alpha$ method were within ± 20MPa. These results were equivalent to the measurement values with $\sin^2 \psi$ method. The measurement accuracy of the cos $\alpha$ method was satisfactory.

Fig. 5 Stress measurements results of powder samples.
Measurement results of the high compressive stress standard specimens.
Figure 6 shows the results of measurements of the high stress standard specimens (Fe, SUS316L, IN718). The gray scale in Figure 6 expresses an official nominal level. The measured values for the high stress standard specimen were within the ranges of the nominal values in both the cos α and the sin² ψ methods. The measurement values with the cos α and the sin² ψ methods were almost equal.

![Figure 6](image)

Fig. 6 Residual stresses measured using cos α and sin² ψ methods for the surface of the shot peened specimens of Fe, SUS316L, and Inconel718.

Measurement results of the four point bending tests.
Figure 7 shows the measurement results of the four point bending test of SM490. Specimens were measured without electropolishing the surface. The measured data by cos α and sin² ψ methods showed a linear relationship with the strain gage data during the test. In the measurement of SM490, measured values by cos α and sin² ψ methods were almost equal.

Figure 8 shows the measurement results of the four point bending test of SUS316 plate. Both the results of the cos α and sin² ψ methods show linear relationship, a slope of 1.0, with the measured stress by strain gage. However, there was a difference of 80 MPa between sin² ψ and cos α methods. We consider that this difference may be induced because the characteristic X-ray of Mn-Kα was used for the measurement with sin² ψ method, while the characteristic X-ray of Cr-Kβ was used for the measurement with cos α method. And furthermore, there is a possibility that the measured data were affected by the difference of the measurement area of each method.
Summary
We measured stresses in various loading and material conditions by cos α and sin² ψ methods and compared measurement values. As a result, in various powder samples and high stress standard test specimens, the measurement values with the cos α and the sin² ψ methods were almost equal. Also, in the four point bending test of SM490, measured values by cos α and sin² ψ methods were almost equal. However, in case of the four point bending test of SUS316, the measured values by cos α and sin² ψ methods had a slight difference because of the difference in each measurement condition. Both cos α and sin² ψ methods are effective as the residual stress measurement technique, but we must be careful about measurement condition when we manage the aging change of stress precisely.
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**Abstract.** The nonlinear analysis became a common tool to precisely assess the load-bearing behavior of steel beam and column members. The failure level is significantly influenced by different types of imperfections, among geometric also structural imperfections (residual stresses). Here are still gaps in the knowledge. Nowadays, 3-D welding simulation developed to a level where it could provide reliable estimation of weld-induced distortion and residual stresses. Nevertheless, modelling and computational effort are still in a less practicable range. In this study a simplified procedure to implement residual welding stresses in continuous large scale members is proposed and the influence on the ultimate limit state of slender members in compression is evaluated for two common structural steel grades. The results showed significant improvements in the utilization of load bearing capacity compared with simplified design methods. The comparatively general approach in this study offers potential for future optimization.

**Introduction**

Welded I-girders are used in different applications in steel construction (e.g. industrial buildings, bridges) due to either dimensions and/or efficiency through customizable plate thicknesses, shapes and/or materials. Many standards, including Eurocode 3 (EC 3) permit the use of non-linear finite element analysis (FEA) for the design of steel structures. The development in this field allows performing “experiments” in computing software instead of the laboratory or expensive in-situ experiments. Still, the implementation of imperfections (including residual stresses due to weld manufacturing) remains a major task in the performance of such analysis. Unlike geometrical imperfections, residual stresses (RS) are not standardized. For that reason, more or less founded simplified distribution functions as proposed by the Swedish design code BSK 99 [1] are used. Limitations on the applicability of this model are not reported except for the plate thicknesses which should not exceed 40 mm. However, the influence of RS seemed somewhat overestimated for many cases comparing conventional structural steel S355 and S690QL. As in the EC 3, direct proportionality of the tensile and compressive RS (the latter are the main interest in this study) and the yield strength is assumed. An opposite effect was recently noticed in [2,3] showing relatively reduced RS in high strength steel. A significant overestimation of RS was generally noticed if the chords are narrow. A lower limit is missing. Additionally, the correlation with the plate thicknesses only is doubted since no record is taken of actual welding parameters. Hence, a new approach was required. This contribution (as part of a national research project [2]) presents an improved general
procedure to access the load-bearing capacity numerically under realistic consideration of welding effects (with the focus on RS).

**2-D Thermo-elasto-plastic analysis**

The geometry is shown in Fig. 1 with the chord width \(b_f\) 150 mm and the web height \(h_w\) 220 mm. Plate thicknesses were 25 mm \(t_f\) and 15 mm \(t_w\) and base materials were conventional S355 and S690QL. The weld type is a T-joint with subsequently welded two-sided single-layer fillets. A reference model (3-D simulation) was presented in [3]. The calculation time was several days. Thus, a simplified modelling procedure is absolutely required in practice. A simplified 2-D modelling procedure in Ansys (16.2) was developed. The results are shown Fig. 1. Verification is presented in Fig. 2.

![Fig. 1: Meshed 2-D model and calculated RS (in MPa) for S355 and S690QL (with/without PT)](image1)

![Fig. 2: RS distribution compared to [3], SW-Simufact, Exp-Experiment, exemplary for the chord](image2)
Elements types were plane 55 for the thermal analysis and plane 182 for the mechanics. A generalized plane strain condition was assumed. The element edge length close to the weld was 1 mm. A model using symmetry condition about the web middle axis has shown identical stresses compared with those determined from the full section model (which is due to the web height in this example). Nevertheless, the computation effort was comparatively small also for the full section model (less than half an hour). The temperatures were more or less independent of the grade and mostly depend on welding parameters. The particular yield strengths (mean values were 463.9 MPa for S355 and 831.3 MPa for S690QL) were used for scaling of the stress strain behaviour. The hardening behaviour was simplified (a constant hardening modulus of 1000 MPa was assumed at all temperature levels). Further data (Young’s modulus, Poisson ratio and thermal expansion coefficient) were taken as done in [3]. A good match of (longitudinal) RS was achieved. The peaks are slightly underestimated. An additional simplified modelling procedure (PT) was used for consideration of transformation effects during heating and cooling in S690QL. The results were comparable as well even with their simplifications.

Plasticity-based analysis

The following part is based on the assumption that RS are caused by incompatible permanent strains (so called inherent strains [4,5]) induced by either temperature gradients and/or phase transformations. This analysis is therefore sometimes referred as plasticity-based analysis (PDA) [6]. The actual analysis is of elastic type though. The procedure is that initial strains are applied to the full-structure FE-model and that “reactions” in terms of deformations and stresses are calculated by conducting a linear elastic analysis. Inherent strain (taken as the accumulated plastic strain) in a weld joint is produced only in a limited region near the weld. However, RS (or elastic strain) due to inherent strain is produced in the entire weldment. Their relations are expressed by elastic response equations. This is the idea behind PDA.

Applications were carried out mainly to control deformations in large welded structures using equivalent forces and moments (known as Equivalent Load Method). Numerical procedures incorporating inherent strain directly are limited. The coupling with a subsequent capacity analysis is of interest in structural design but has not been realized either. The plastic strain distribution can be calculated easily using simplified 2-D modelling approach. The distribution in T-joints obtained from comparative 2-D and 3-D models was however found quite different except of those associated with the longitudinal direction [6]. Thus, 2-D model may not be applicable in the prediction of angular distortion in T-joints but in the prediction of longitudinal RS and longitudinal buckling which strongly depends upon the distribution of longitudinal cumulative plastic strain [6]. A direct transfer (as proposed in [6]) seemed unnecessary. A modified procedure is presented and detailed in subsequent paragraphs.

1. 2-D thermal elastic-plastic analysis (TEPA) to calculate the distribution of (longitudinal) cumulative plastic strain,
2. Definition of a simplified distribution pattern,
3. Creation of a suitable mesh applicable to the criteria of PDA and capacity analysis and
4. Elastic analysis of the full-structure elastic FE-model imposing initial strain to reproduce RS (and deformations).

The distribution of plastic strain is initially needed from TEPA (1.). This is shown in Fig. 3 a) in case of S690. It was noticed that the plastic strain pattern is typically of somewhat simple shape. For that reason, a simplified distribution pattern was derived (2.). According to [5], the inherent strain zone of a single fillet weld may be generally simplified by three partial ellipses and the fillet weld metal. This approach was simplified to ensure a better applicability of the model. An ellipsoid (radii are indicated by $r_x$ and $r_y$) with the center in the application point of the weld torch was used (see Fig. 3 a) as well). From the distribution function it is known that the maximum values are
approximately equal to the yield strain ($\varepsilon_y$) within the first ellipsoid. Values then drop linearly to zero to the border of the second ellipsoid. Elsewhere no initial strains are applied. A section of the distribution at the top surface of the chord is given in comparison with reference data in Fig. 3 b). A reasonable agreement was observed.

![Diagram](image.png)

**Fig. 3: Calculated plastic strain distribution compared to proposed simplified method (exemplary for S690QL)**

The implementation in the global (3-D) FE-model was realized using the “inistate” command (alternative ways are possible, e.g. by the definition of artificial expansion coefficients to create equivalent thermal strains as proposed in [6]). A certain restriction is that PDA requires a fine mesh to ensure that initial strains are applied precisely. It is therefore necessary to provide a suitable mesh applicable to the criteria of PDA and capacity analysis (3.). This is, to a certain degree, always a compromise. An adapted 2-D mesh was generated with a reduction in element numbers from 6480 to 1092. This mesh was extruded in longitudinal direction (to different length) with element lengths of 15 mm. The element type has then been changed to solid 185. Finally, a linear elastic analysis was conducted (4.). It was shown that this procedure is capable of creating realistic RS (and also deformations) which can be directly utilized in a subsequent capacity analysis. Applicability in terms of deformations was exemplified but only verified qualitatively yet. Hence, only the RS are used in section 4.

**Load bearing capacity**

The final step was a nonlinear analysis of the load-bearing behaviour. The static system is a simply supported beam under pure compression. The investigations are given exemplary for weak-axis buckling. The cross section is the same as given in section 2. The material behaviour is equal to the one from the TEPA except that values are only needed for room temperature. Deviations from the ideal shape (so called geometrical imperfections) were taken as the first eigenmode determined from linear buckling analysis (LBA). The maximum value was scaled to L/1000 (which is the maximum permitted manufacturing tolerance). This is a conservative assumption, but represents the state-of-art. The PDA could be used for future deformation analysis. For the consideration of RS, three approaches were compared:

- **Case 1)** Without RS,
- **Case 2)** Direct definition of RS based on BSK 99 [1] and
- **Case 3)** Indirect generation of RS using PDA (definition of initial strains by inistate).
EC 3 and other standards use buckling curves. Load influencing factors are covered by the definition of so called reduction factors $\chi$. Depending on section type, manufacture, failure and/or direction of failure and in parts material, different buckling curves are distinguished. The reduction factor $\chi$ is given by Eq. 1

$$\chi = \frac{N_R}{N_{pl}}$$

The slenderness $\bar{\lambda}$ is varied by the length $l$ and is given by Eq. 2

$$\bar{\lambda} = \frac{N_{pl}}{\sqrt{N_{cr}}}$$

, where

$$N_{pl} = A \cdot f_y, N_{cr} = \frac{\pi^2 \cdot E \cdot l}{l^2}.$$  

Accordingly, the length $l$ to be used in the analysis for certain slenderness $\bar{\lambda}$ can be given by Eq. 3

$$l = \sqrt{\frac{\bar{\lambda}^2 \cdot \pi^2 \cdot E \cdot l}{A \cdot f_y}}$$

The lengths $l$ were calculated using the cross-sectional properties without consideration of the weld seams. The slenderness range relevant for RS was found close to 1,0 [7]. For that reason, the slenderness $\bar{\lambda}$ was varied in steps of 0,2 from 0,6 to 1,4. Solid element type 185 was used. As for the welding, this was necessary due to the local plastic strain distribution for case 3). Works are ongoing to make the method less sensitive to the mesh and to reduce the element level in terms of shell (or even beam) element types suitable in this context. Solid model was not necessary for cases 1) and 2), but has been used for comparative purpose. The calculated results are given in Fig. 4. The values are compared with the buckling curves stated by the EC 3. For the investigated case, curve “c” applies for comparison.

Fig. 4: Results in comparison with European buckling curves (EC 3)
The comparison of results without RS shows that there are minor differences with an increasing yield strength difference though values are normalized. With RS, results differ significantly. The RS model by [1] led to highly unrealistic compressive RS (see Introduction) causing a significant underestimation of the ultimate load. Instead, the RS generated through inherent strain (PDA) equalled realistic RS. The comparison of materials shows generally favourable behavior of the S690, which is explained by relatively decreased compressive RS. On average, the buckling curve is raised by one line indicated by curve “b” for the S355 and curve “a” for the S690. With respect to EC 3, large reserves are identified.

Summary
An improved method for the capacity assessment of welded girders was presented. The modelling using 3-D solid elements in welding simulation is often not required in case of constant cross sections through the lengths. Nearly identical results are generated using 2-D solid models encompassing the assumption of generalized plane strain. The observed computation times demonstrated the applicability in practice. The calculated plastic strain distribution was then simplified for application to the total girder. A first approach was presented using two ellipsoids for each fillet. This resulted in good agreement with reference data. A further standardization of these variables could be helpful. The method is however, to some extent, restricted by the necessary local discretization density, which is needed in similar form also for the capacity model. The transferability to analogous shell or beam models requires further research. Nevertheless, the proposed method is a significant improvement in comparison with existent simplified models. A particular advantage is the wide applicability apart from the herein presented example (easy adaptation to different cross sectional shapes). The method appeared principally also suitable to take into account weld-induced deformation of large structures. The capacity analysis was eventually on an example for weak-axis buckling of a centrally loaded compression member. Results showed the superior buckling behavior of high strength steel S690. The assignment of a buckling curve was approximately one curve higher compared to that of conventional S355.
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\textbf{Abstract.} A recently proposed Mechanical Strain Relaxation (MSR) technique for the measurement of residual stress in thin plates is presented. The measurement of residual stress involves making a single straight cut and collecting the relaxation displacement data from the side surface. In this work the method was applied to an Aluminium friction stir welded (FSW) specimen. The cut was introduced with a wire electrical discharge machining. The displacements were recorded with a 3D digital image correlation (DIC) method. The measured FSW residual stress profile agreed well with that measured by Energy Dispersive X-ray Diffraction (EDXRD). It was observed that the amount of plastic strain, caused by stress redistribution during the relaxation process, strongly depends on the direction of the propagation of the cut. In particular, if a cut is propagated along the thickness of a plate, then the effect of plastic flow on the measured residual stress is negligible. Another attractive feature of the method is that it is relatively insensitive to random experimental noise.

\textbf{Introduction}

Over the last two decades a wide range of mechanical strain relaxation (MSR) techniques have been developed and used to measure residual stresses in a wide variety of engineering components. Well known examples of MSR techniques are: hole drilling [1], slitting [2] and contour method [3]. Recently, new technique [4] has been proposed and it follows the general scheme of Mechanical Strain Relaxation (MSR) techniques, i.e. measuring the deformation due to removal of some stressed material in a body and then that measured relaxation is converted to stress.

The main target of the proposed method is that the shape of in-plane residual stress field is highly non-uniform, including discontinuities. Other popular techniques, such as e.g. hole drilling, cannot be used in such cases because they assume stress uniformity within hole diameter [1] and many holes are required to measure residual stress field in relatively large measurement area, leading to complexity of the experiment [5].

During cutting residual stress is redistributed and this might cause plastic deformation where the magnitude of residual stress is close to yield [2]. However, it is shown that this plastic strain on relaxation can be mitigated by choosing the correct propagation of the cut [4]. For this is reason, the technique is attractive in practical application because the measurement can be conducted regardless of the propagation of the cut. It is not always possible for many techniques, for example the slitting method, the propagation of the cut is very important because non-uniform RS can only be measure along depth [2].

In this work, RS field in 3 mm thick FSW plates have been measured by the proposed method. The application is ideal for the technique because the specimen is very thin and the stress field is non-uniform. The techniques involves a single cut at the midsection of the longitudinal direction of the plate, propagated either from the front to the rear surface, called 'side cut', or from the top to bottom surface, called 'top cut' to observe the difference. 3D DIC were used to measure relaxation displacement on the half width of side surface. Then the residual stress field was reconstructed from the measured relaxation via analytical model.
Analytical model

The analytical model for the technique is based on the elastic solution for the problem of self-equilibrated loading at the one end of 2D semi-infinite strip of width 2c [6], see Fig. 1(a). This analytical model will be employed to reconstruct residual stress field in thin Friction stir welded (FSW) plate from the measured displacement fields on the side surface from 3D DIC, see Fig. 1(b). Other application of the elastic problem to the measurement of residual stress was investigated and described in [4]. Brief overview is given here.

![Fig. 1](image)

Fig. 1: (a) The problem geometry for a 2D semi-infinite rectangular strip, of width 2c, with arbitrary self-equilibrated end load [4]. The boundary conditions are: $\pm c: \sigma_{22} = \sigma_{12} = 0$ and $x_1 = 0$: $\int_{-c}^{c} \sigma_{22} \, dx_2 = \int_{-c}^{c} \sigma_{12} \, dx_2 = 0$ and (b) The FSW specimen used in this work. The specimen is cut with wire EDM on the $x_1 = 0$, the symmetry plane.

The solution uses the two even, $f$, and odd, $g$, stress functions which satisfy the bi-harmonic equation:

$$f = e^{-\gamma x_1/c} \left( \xi \cos \frac{\gamma x_2}{c} + \frac{\gamma x_2}{c} \sin \frac{\gamma x_2}{c} \right); \quad g = e^{-\phi x_1/c} \left( \psi \sin \frac{\phi x_2}{c} + \frac{\phi x_2}{c} \cos \frac{\phi x_2}{c} \right)$$

(1)

The boundary conditions, see Fig. 1(a), lead to the following constraints:

$$\sin 2\gamma + 2\gamma = 0; \quad \xi = -\gamma \tan \gamma; \quad \sin 2\phi - 2\phi = 0; \quad \psi = -\phi / \tan \phi$$

(2)

which have infinite number of solutions for dimensionless $\gamma, \xi, \phi, \psi$. A complete stress function, suitable for any arbitrary self-equilibrated stress on the boundary, is constructed as follows:

$$\theta = \sum_{i=1}^{\infty} a_i Re(f_i) + b_i Im(f_i) + c_i Re(g_i) + d_i Im(g_i)$$

(3)

Using plane stress and small strain assumptions, the surface in-plane displacements can be expressed as follows:

$$Eu_1 = \sum_{i=1}^{\infty} a_i \int Re \left( \frac{\partial^2 f_i}{\partial x_2^2} - v \frac{\partial^2 f_i}{\partial x_1^2} \right) \, dx_1 + b_i \int Im \left( \frac{\partial^2 f_i}{\partial x_2^2} - v \frac{\partial^2 f_i}{\partial x_1^2} \right) \, dx_1$$

$$+ c_i \int Re \left( \frac{\partial^2 g_i}{\partial x_2^2} - v \frac{\partial^2 g_i}{\partial x_1^2} \right) \, dx_1 + d_i \int Im \left( \frac{\partial^2 g_i}{\partial x_2^2} - v \frac{\partial^2 g_i}{\partial x_1^2} \right) \, dx_1$$

(4)
\[
\sum_{i=1}^{\infty} a_i \int Re \left( \frac{\partial^2 f_i}{\partial x_1^2} - v \frac{\partial^2 f_i}{\partial x_2^2} \right) dx_2 + b_i \int Im \left( \frac{\partial^2 f_i}{\partial x_1^2} - v \frac{\partial^2 f_i}{\partial x_2^2} \right) dx_2
\]

\[
+ c_i \int Re \left( \frac{\partial^2 g_i}{\partial x_1^2} - v \frac{\partial^2 g_i}{\partial x_2^2} \right) dx_2 + d_i \int Im \left( \frac{\partial^2 g_i}{\partial x_1^2} - v \frac{\partial^2 g_i}{\partial x_2^2} \right) dx_2
\]

The unknown coefficients in the series expansion of the stress function, \(a, b, c, d\), are found from the solution of the standard linear least square (LLS) problem:

\[
\min_x ||Ax - u||_2
\]

where \(x\) is the vector of \(4n\) unknown series coefficients, \(u\) is a vector of \(2m\) displacement values, \(A\) is a \(2m \times 4n\) matrix of integral functions taken at the locations of the measurement points. To improve LLS stability, the number of measured displacement points, \(m\), should be considerably higher than the number of terms in the series expansion, \(n\). In practice, hundreds or thousands of data points are needed, which means the method requires a full-field measurement technique.

**Experiment**

A 216 mm \(\times\) 150 mm \(\times\) 3 mm plate was manufactured from aluminium alloy 5083-O, \(\sigma_Y = 145\) MPa, UTS = 290 MPa. The specimen was welded under force control, with a spindle speed of 400 rpm and feed-rate of 200 mm/min using a shoulder and pin diameter of 22 and 5 mm, respectively [7]. 3D DIC were used to measure \(u_1\) and \(u_2\) relaxation displacements due to the cut.

![Diagram of specimen and clamps](image)

*Fig. 2: Layout of the specimen and the clamps. EDM wire cut cut was done along the dashed line. The fine hatched area indicates the surface fragment where the DIC data was collected. (b) Surface pattern created with matt black and white spray paints.*

Clamping was introduced to avoid rigid body movement of the specimen during the cut. The clamping rig was made of four Aluminium bars (\(\sigma_Y = 503\) MPa, UTS = 572 MPa) and top and bottom bars were bolted at 70 mm away from the midsection of the specimen where EDM cutting is carried out, see Fig. 2(a). The clamping bars are connected rigidly to keep the two halves of the cut specimen together after the EDM cut.
Dantec Dynamics 3D DIC system [8] was used to measure the relaxation. The system consists of two 12-bit 2448 × 2050 pixel CCD cameras with zoom lenses and LED light illumination. Taking specimen symmetry into account, only half width of the specimen was recorded to achieve high displacement resolution. The field of view was 76 × 63 mm², and the DIC stereo parameters were: the angle of 18.87° and baseline of 116.34 mm. The size of the pixel was 31 µm/pixel. The estimated displacement accuracy was between 0.31 and 0.62 µm/pixel, based on the accuracy of sub-pixel resolution algorithms, typically between 0.02 to 0.01 pixel [9]. 35 and 25 pixel sizes of subset and step size were chosen, giving around 0.78 mm data point spacing.

To achieve the optimum accuracy of the DIC, suitable surface preparation is critical. The surface should have uniformly distributed suitable size of the random speckle pattern. Both black and white speckle size of at least 3-5 pixels is typically recommended to maintain acceptable noise level [10]. Matt black/white spray paints was found most effective in this work, see Fig 3(b). Additionally, the spray paint pattern can also meet the requirement of the preservation of the surface during the EDM cutting.

Two different propagations of the cut was applied to see the difference in reconstructed residual stress field due to plastic strain produced by different way of stress redistribution: (1) cutting from the front to rear face, called as side cut, and (2) cutting from the top to bottom surface, called as top cut. The EDM wire diameter was 0.25 mm and the speed of the wire was 18.75 mm/min for the top cut and 0.7 mm/min for the side cut.

**Results**

u₁ and u₂ surface relaxation displacement fields side cut were obtained from 3D DIC, see Fig. 3. There are few spots where the subsets could not manage to correlate maybe due to surface pattern damage. Unexpected high magnitude of u₂ relaxation at the far away from the cut has been observed 3(a). This might be the error caused by rigid-body rotation during the cut or out of focus in outer region of the lenses.

![Fig. 3: u₁ (a) and u₂ (b) relaxation displacement results from the front cut. 3D DIC subset and step size are 35 and 25 pixels. The displacement field was collected up to x₁ = 50 mm from the cut, x₁ = 0 mm.](image)
Fig. 4(a) shows the $u_1$ relaxation displacement, obtained from the side and top cut in the region of near the cut. Significant local distortion very close to the cut is seen in the top cut $u_1$ field. The magnitude of $u_1$ is much lower in the top cut than in the side cut. This might be due to the plastic strain induced during the top cut [4], which leads to large errors in the reconstructed residual stress fields, see Fig. 4(b).

The half width of the residual stress fields reconstructed from measured relaxation displacement fields are compared against EDXRD result, see 4(b). 15 series limits and the displacement data fields from around $x_1 = 0$ to 5 mm were used to reconstruct residual stress field to minimise the analytical uncertainty caused by data far away from the cut [4]. Large tail at the tip in the reconstructed residual stress, see Fig. 4(b), has been observed due to the limitation of accurate displacement measurement of DIC at an edge. Also, due to high uncertainty of $u_2$ displacement field from DIC, $u_2$ displacement field was set to zero and it gives more reliable reconstructed residual stress. As a result, although there is oscillation, the reconstructed residual stress field from the front cut agrees very well with EDXRD result, but the result from top cut has large discrepancy with the others due to the distortion near the cut in measured relaxation displacement fields, see Fig. 4(a). It is noted that the EDXRD error bars are taken from [7] and the error bars in the measurement using this method was simulated by adding 5% random error to the DIC measured displacement field.

![Fig. 4: (a) $u_1$ relaxation displacement profiles near the cutting edge. The magnitude of $u_1$ near the cut is lower in the top cut than that in the side cut. (b) Residual stress fields, reconstructed from measured relaxation displacement fields from the side and top cut are compared against EDXRD result [7].](image)

**Concluding remarks**

Residual stress profile, induced by FSW in thin Al5083-O plate was measured by the new side cut non-uniform residual stress technique. The technique consists of measuring full-field the relaxation displacements due to the cut at midsection of the welding direction of the plate by 3D DIC and reconstructing the residual stress field along the cut from the measured relaxation displacements using analytical model.

Two different cutting propagations were applied to see the plastic flow caused by different behaviour of stress redistribution during the EDM cutting process. In this example, the top cut removed the layer of material with uniform stress, leading to the stress redistribution in the remaining ligament. On the other hand, the side cut removed the layer of material with self-equilibrated stress,
leading to minimum stress redistribution. As a result, the residual stress field, reconstructed from the side cut had much better agreement with that from EDXRD than that from the top cut.

There are many errors can be added in the relaxation displacement measurement and cause the distortion in the reconstructed residual stress fields. In this example, although the half the width of residual stress field were successfully reconstructed, instability of the reconstruction was shown as oscillation in the residual stress field. The possible causes of instability of the technique could be the limited collection of relaxation displacement data and the rigid body rotation during the cut. Thus, these errors should be controlled to achieve precise experimental result. Improving 3D DIC measurement system is one of the technical solution. Higher resolution of the CCD camera can achieve desire spatial resolution with increased size of the field-of-view.

The clamping is the one of the major issue in the experiment. the relaxation due to the is highly influenced by the clamping, leading to error in reconstruction of residual stress. No clamping is ideal, but this easily cause rigid-body motion. Thus, the optimum clamping strategy must be investigated. the minimum clamping, very far away from the cut, is normally recommended so that the relaxation of the residual stress cannot be affected.
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Abstract. In the present study, it was attempted to perform the residual stress in the aluminum sheet A.A5083 via hot metal forming process by gas according to the Finite Element Method. The existence of the residual stress in the industrial pieces results in changing the reaction of structure against the applied load. The understanding of the effect of residual stress on the structural behavior is required and the design of the sensitive pieces regardless of the residual stress can result in financial and fatality damages. The aim of the present study was to apply an efficient approach to determine the stresses caused during the forming process with the hole drilling method. Thus, the sheet of 5083 aluminum alloy was formed by that method in an imperfect conical mold and the mentioned parameters were evaluated. At first, the section was analyzed initially and after preparing the mapping, it was modeled in the analysis software and its reliability was evaluated. The finite element analysis method of the hot metal forming process by the gas dependent on the temperature was evaluated. To simulate the forming process, ABAQUS/Explicit as the finite element software was used. At the end, the results obtained by the residual stress via the finite element method were compared with the results of the experimental tests of the piece.

Introduction

The hot metal forming process by gas blow is one of the latest methods for forming the sheet. Meanwhile, this method is considered as the most important super plastic forming methods. the hot forming by gas has been originated from super plastic forming and the hot blow forming. some of the advantages of this method against other forming methods are as follow: use in high temperatures, ability to achieve high length changes, ability to construct complicated forms made by materials, ability to increase the forming speed and reduce the cost of mould [1, 2].Sorgente[3] evaluated the possibility of reducing forming time via controlling the pressure profile in a part of pieces which was under the greatest strain at the end of forming process. The hot forming is a usable method in industry that increases the formability of aluminum and magnesium. Despite this fact, this method is applied for some special alloys such as aa5083 super plastic alloy with controllable features for the hot forming [4]. the residual stress in the industrial pieces results in changing the structure reaction against the applied load .thus, the recognition, determination of residual stress and evaluation of effect of residual stress on the structure behavior are necessary and the design of sensitive pieces without considering the residual stress may results in some financial and physical damages [5]. the pieces forming by the super plastic forming method has so many advantages. the forming by the super plastic forming method has so many advantages. the ability to form the pieces with complicated forms by a single mould and with no need to mandrel is one of them because the forming power is applied by gas. Some of them are: ability to form the pieces with complicated forms by a single mould and with no need to mandrel because the forming power is applied by gas. Despite that, this method has some disadvantages such as need to high temperature or power to ensure from complete forming of material inside the mould[6,7]. yu wu evaluated the properties of deformation in the thin sheet of magnesium alloy. he experimentally showed that the mean strain rate 10-2 was available and he also reported about the uniform distribution across the piece with a
dramatic reduction of forming time [8]. Meanwhile, the material behavior before applying the super plastic forming is one of the main items that must be considered because the particles size should be fine to prevent from increasing the costs of alloying and transformation processes before the recrystallization [9]. The main objective of the present study was to determine the residual stress experimentally and numerically in an imperfect cone made by gas pressure in a temperature close to melting temperature of AA5083 aluminum sheet and also the distribution of sheet thickness after the forming process.

**The hot metal forming by gas blow**

In the hot metal forming by the gas or the fast plastic forming, the aluminum sheet is heated to the forming temperature (400-510ºC). The heated sheet is put between two molds (steel or ceramic) manufactured by the sheet itself and then it is dragged to the forming tool by the air or gas pressures (nitrogen or argon) in the dorsal surface of the sheet. The forming pressure in one controlled method is constantly increased from the ambient pressure to the ultimate pressure of forming in the range of 17-34 bars or higher.

During the first several seconds to the first minute, as the pressure raises, the sheet matches itself with the tool level. In order to begin the stretching of sheet after the first period of pressuring, the pressure is raised faster. With regard to the size and the complexity of forming bodies, the forming usually is completed in 2 to 12 minutes that is considerably faster than the super plastic forming.

**Finite element model for sheet forming**

The shell elements are the sheets in the space and they have no shear or flexural stiffness matrix. Thus, only the non-zero stress components in the shell are the components that are parallel with the middle surface of shell. The warm forming by gas includes the modeling of pieces by the complicated geometry. Thus, the correct and exact definition of surface in the complicated mould and also the high quality finite element mesh across it is required. Often, the surfaces of mould are irregular morphologically.

The mechanic properties of AA5083 (based on the temperature used in simulation) were obtained knowing the the physical and thermal properties of AA5083 and plotted in Fig.1 [7,10].

![Fig. 1: Diagram of AA5083 stress changes based on temperature [7]](image)

The forming sheet is defined as one deformable piece and the mould is modeled as the analytical rigid pieces. In the software analysis, the opening dimensions of the mould and sheet are in compatible with the conditions of the practical test. The circular sheet ’s diameter is 150mm. the
external diameter of the mould and the sheet holder is 150mm and their internal diameter is 115mm. Meanwhile, the radius of the opening edge is 5mm. For the mould and the sheet holder, the Reference Point is determined to apply the mechanic and thermal boundary conditions for the analytical rigid components. Table 1 indicates the loading and thermal conditions.

In order to measure the residual stress in the depth by Central Drilling Method, Strain Gauge installed on the lower plane was applied. Fig. 2 indicates the place of strain gauge schematically. The strain gauge’s data are the average strains across the gage length. Thus, in order to extract the data in the Finite Element Method, the average of node’s data in the strain gauge is applied.

![Fig.2: Place of the central drilling in the specimens after forming](image)

**Experimental test**

In order to evaluate the inductive residual stress practically in the hot forming process by gas blow, the Central Drilling Method was used (according to ASTM E-837-92).

In this method, the drilling process by the hand drill was used to release the residual stresses caused by the hot metal forming by gas.

**Table 1: Warm forming conditions in the tested specimens**

<table>
<thead>
<tr>
<th>Forming Temperature (°C)</th>
<th>Forming Pressure (bar)</th>
<th>Forming Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>5</td>
<td>10</td>
</tr>
</tbody>
</table>

First, the place of the hole was marked and then the place of drill was adjusted on the intended point by the universal tripod tool. Fig. 3 indicates the tripod tool and the drill mounted on the work piece (according to ASTM E-837-92).
Simulation and experimental results of tested specimen
The results extracted by ABAQUS software include the distribution of displacement and stress caused by the simulation of warm metal forming. Figures 4, 5 indicate the sheet’s displacement and the contour of basic stresses of the sheet under the forming process respectively.

(a) Displacement contour
(b) Displacement plot

Fig.4: sheet’s displacement under the warm forming process

Fig.5: Contour of principal stresses (Pa)
In the experimental test, after making the hole, the released strain was recorded for every removed layer (fig.6). With regard to the strains obtained by the experimental test, the residual stress in the piece (equations (2) - (4) in ASTM-E837-92 Standard) was computed.

\[
\begin{align*}
\sigma_{\text{min}}, \sigma_{\text{max}} &= \frac{\varepsilon_3 + \varepsilon_1}{4\bar{A}} \\
\pm \frac{\sqrt{(\varepsilon_3 - \varepsilon_1)^2 + (\varepsilon_3 + \varepsilon_1 - 2\varepsilon_2)^2}}{4\bar{B}} \\
\bar{A} &= -\frac{1 + \nu}{2E} \times \bar{a} \\
\bar{B} &= -\frac{1}{2E} \times \bar{b}
\end{align*}
\]

Comparison of experimental & numerical simulation results
Due to the innate and computational errors in the measuring methods of the residual stress (central drilling) and also the errors of finite element method, it isn’t possible to predict the exact value of the residual stress. In this section, the results of tests were evaluated and compared. In fig.7, the stress values obtained by the Finite Element Method and the experimental test were compared.

As shown in Fig.7, the maximum error in the finite element computations and the experimental test for the maximum stress in the work piece is 7%. In this figure, a very good conformity is seen between these two measuring method. Center hole drilling is measuring method the other is computational.

Hambli et al [11] studied on the optimization of pressure algorithm in sheet hot forming method by gas blow .They reported their numerical and experimental results about the maximum height of cone with the standard deviation 12%.

The following reasons can be considered as the error source in the measuring method of residual stress by the central drilling.
1. In this method, the released strains are low that is one of the main error resources in the Central Drilling Method.
2. Making the hole causes the stress concentration on the gauge.
3. The computations of Central Drilling Method based on the plane stress.
4. Error in the strain reading.

**Summary & conclusion**

In the present study, the inductive stresses in the new method of hot metal forming via the aluminum alloy by the gas blow was evaluated by the practical test and the finite element analysis. The finite element analysis of hot metal forming by gas in the Abaqus software indicates that there is a reasonable compatibility between the results obtained by the experimental test and the finite element analysis based on the conditions of experimental test. Also, the results of finite element simulation can be used as a reliable method for the conceivability evaluations, determination of conditions and effective parameters of the process.
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Abstract. Significant weight savings and reductions in manufacturing costs have motivated the drive towards the use of unitised structures such as large die forgings in modern aircraft. However, detrimental bulk tensile residual stresses, present in these thick forgings can impact the durability and structural integrity of the primary aerospace structure. Residual stresses can lead to distortion during component machining, and part rejection. In addition, failure to account for the residual stress effects in the fatigue crack growth characteristics of the component in design and in performance could impact the structural integrity. Therefore, there is a need to measure and analyse the residual stresses present in the forged components, and examine the residual stress-microstructure, including grain structure/flow relationship for the forging, if such a relationship could be developed. The preliminary results of this experimental program have shown a link between the measured residual stress and hardness, along with changes in the grain structures through the thickness.

Introduction

Structural unitisation of components is being actively pursued by the aerospace industry with the primary aim of weight reduction and cost savings. Large aluminium forgings and thick section rolled products make a significant contribution towards unitisation of critical, primary airframe components, such as wing-carry-through bulkheads. Inherent with the thick section wrought product forms, and particularly in die forged components, is the built-in bulk residual stresses on a macro scale [1], arising from the thermal gradients in the thermo-mechanical processing and the post-solution treatment rapid quenching. The presence of process related bulk residual stresses results in: a) part distortion during machining which is a cost driver and b) high degree of scatter and/or variability in fatigue crack growth rate [2], which is a performance driver affecting the durability and damage tolerance of the component. The residual stresses in an aluminium 7050-T7452 forged block that caused distortion during machining was reported to be a major cost driver for a commercial aircraft manufacturer, as a result of excess manufacturing time, schedule overruns, and part rejection and scrapped material [3].

The surface and subsurface compressive residual stresses in an as-quenched (before stress relief treatment) aluminium alloy forgings have been reported to be in the range -200 MPa – 250 MPa [4]. The mechanical stress relief treatment by cold compression (forgings) or stretching (rolled plate) that follows, aims to relieve (or reduce) the severity of the bulk residual stresses existed in the as-quenched state in the component. However, cold compression stress relief in die forged components do not always fully relieve the complex 3 D bulk residual stresses, and the unrelieved residual stresses may be of sufficient magnitude to cause distortion in machined components [4-6]. Moreover, the three dimensional residual stress distribution in the stress relieved aluminium die forging varied
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with the position, and the geometry of the forging, as a result of varying thermal gradients and the plastic flow in the three orthogonal directions [4].

As a first step towards a better understanding of the residual stresses in thick sections, a preliminary experimental program was carried out to measure the residual stresses present in the open die forged, mechanically stress relieved, thick AA7085-T7452 aluminium (Al-Zn-Mg-Cu-Zr) alloy, and examine if a residual stress-microstructure relationship for the forged material, can be developed. The objective of the work reported here was to measure the residual stress profile using X-Ray diffraction and by the slitting method on samples cut from various depths and transverse positions, and along the through-thickness, to correlate the results with the grain flow, microstructure and hardness.

Experimental Methods and Materials
AA7085-T7452 aluminium alloy open die forging, which had been compression stress relieved and, measuring 1750 mm (length) x 1200 mm (width) x 152 mm (thickness) was used in this study. The samples B1, B2, B3, B4 and B5 (80 mm x 25 mm x 10 mm) were taken from five locations at the centre along the through thickness direction of the open die forging and were used in the x-ray diffraction residual stress measurements and, for hardness measurements and microstructural examination (See Fig. 1). The specimens were without any surface irregularities, and had a smooth surface finish, close to N6.

![Figure 1 Specimen cut up diagram for B1, B2, B3, B4 and B5 from the open die forging](image)

The microstructures were characterised using standard metallographic procedures in the longitudinal and short transverse surfaces of the samples. Hardness measurements were taken at five locations in the sample using a Rockwell hardness tester and on the B-scale using 100 kg load. X-Ray diffraction (XRD) was performed using a Proto iXRD Combo with a Cobalt X-Ray source and using a 2 mm circular aperture or 1.0 x 5 mm, or 2.0 x 5 mm aperture. In addition, four larger samples of 80 mm x 25 mm x 25 mm, identified B1/2, B2/3, B3/4 and B4/5 were sent to Hill Engineering, California for residual stress measurements by the slitting method [7], to obtain through-thickness residual stress distribution at those locations. Sample B1/2 was located between B1 and B2, and B2/3 was located between B2 and B3 and so forth. These larger samples were thought to be relatively more representative of the through-thickness locations in the forging for that heat treated temper. The material elastic properties used by Hill Engineering in the residual stress calculations were; Young’s modulus = 71.7 GPa and the Poisson’s ratio, ν = 0.33 [7]. Prior to the slitting measurements, the back side of the rectangular specimens was skimmed using EDM wire to provide a flat surface to mount the train gage. The specimens were slit at the approximate mid-length using a wire EDM along the sample thickness direction. A single strain gage was mounted to the back face of the specimens, behind the slit. The measured strain versus slit depth was used to calculate the residual stress [7].

Results and Discussion

Hardness. The through-thickness hardness was measured in the longitudinal and the short transverse surfaces of the specimens B1, B2, B3 and B5 (Fig. 1), and the mean values are shown in Table 1. The specimen locations x (B1, B2, etc.) relative to the forging thickness t (152 mm), x/t are also indicated
in the table. The standard deviations for the hardness in the longitudinal surface were 0.3 to 0.9 and for the short transverse direction 0.1 to 0.6.

Table 1 Rockwell hardness (HRB) in the longitudinal and short transverse surfaces

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Location, x/t</th>
<th>HRB Mean-Longitudinal</th>
<th>HRB Mean-Short transverse</th>
</tr>
</thead>
<tbody>
<tr>
<td>B1</td>
<td>0.03</td>
<td>86.0</td>
<td>87.6</td>
</tr>
<tr>
<td>B2</td>
<td>0.27</td>
<td>84.8</td>
<td>85.0</td>
</tr>
<tr>
<td>B3</td>
<td>0.50</td>
<td>83.5</td>
<td>80.7</td>
</tr>
<tr>
<td>B5</td>
<td>0.97</td>
<td>87.4</td>
<td>87.4</td>
</tr>
</tbody>
</table>

The hardness reached its maximum values near the top (B1) and bottom (B5) surface locations in the forging, in both directions, and as we approach the centre of the forging, the hardness is seen to decrease, reaching a minimum value at the centre (B3), in both the longitudinal and short transverse surfaces (Table 1). This trend may be attributed to less deformation and slow cooling at the centre in the thick section forging, leading to lower work hardening and lower flow stress as suggested by Robinson et al. [8], compared to the top and bottom surfaces which can absorb more deformation and cool faster. This trend is more strongly observed in the short transverse direction (see Figure 2). Also note the differences in the hardness results for B3 which is at the centre (core) of the forging; the short transverse hardness is lower than the longitudinal hardness, an indication of the inhomogeneity present in the thick forging. Zhang et al. [5], examined the through-thickness hardness distribution in the centre of the specimen in a 121 mm thick 7050-T7452 forging and a minimum value of hardness occurred at one end of the specimen near the surface, corresponding to a low value of tensile or compressive residual stress and a maximum hardness at the centre of the specimen. These results differ from the trends observed in the present work, the sample size and the extent of deformation and the thermal gradients could determine the actual trend observed. The through-thickness hardness and through thick residual stress appeared to follow the same trend in their work [5], and a similar trend is also seen in this work (Fig. 2). Figure 2 compares the near-surface residual stresses measured by the slitting method and by X-ray diffraction with the Rockwell hardness measured in the short transverse and longitudinal surfaces, respectively. The hardness measured in the short transverse faces of B1, B2, B3 and B5 appear to nearly relate to the through thickness residual stresses measured near the surface on samples B1/2, B2/3, B3/4 and B4/5 by the slitting method (Fig. 2).

![Figure 2 Residual stress and hardness in the longitudinal and short transverse surfaces](image-url)
**Through-Thickness Residual Stresses.** Fig. 2 also shows the distribution of residual stresses at the centre of the longitudinal surface of the specimens measured by x-ray diffraction and the residual stress close to the surface at a depth of 0.03 mm (30 µm) measured by the slitting method and, the average hardness values measured on the same longitudinal and short transverse surfaces, respectively. Overall, the measured XRD residual stresses were low (< 35 MPa) and compressive in all the sample surfaces, and in through the thickness of the forging. The residual stresses are more compressive (20 to 35 MPa), near the top and the bottom surfaces and less compressive (12 to 15 MPa) in the interior regions of the samples from the forging. The mean error or uncertainty in the XRD residual stress measurements was 7.5 MPa and the range was 4 to 12 MPa. This kind of variations in the residual stresses measured has also been reported in the literature [5]. The longitudinal residual stresses in the cold compressed forging were reported to vary with the position along the length of the forging due to multiple compression and overlap [3], during post-quench cold compression stress relief [5].

The relatively low values of residual stresses are possibly due to the original forging (and hence the samples) was solution treated, rapidly cooled and cold compression stress relieved at ~1.5% to 3% plastic strain, and subsequently age hardened, and also possibly due to the samples being put through a number of cutting operations to produce the smaller sample sizes used in these experiments. It is more than likely; each cutting or machining operation would relieve some of the residual stresses [9].

However, these observations are similar to those of Robinson et al. [10]. In their work [10], 7050 aluminium forging was investigated. The surface residual stress was compressive and around 40 MPa, after overageing. The residual stresses had dropped from about -200 to -220 MPa in the as cold water quenched state to -50 to -70 MPa after cold compression (stress relief), and to -40 to - 50 MPa after overageing. Figure 2 also includes hardness to show how it compares with the residual stress measurements. It can be seen that higher residual stresses (XRD) near the top and bottom ends (-20 MPa and -35 MPa) aligns with higher hardness results (86.0 and 87.4 HRB). As the residual stresses show a decrease towards the core inner regions of the forging (-12 and -15 MPa), the hardness numbers also decrease (84.8 and 83.5 HRB) on the longitudinal surfaces.

The uncertainties in the residual stress measurements by the slitting method were 0.8 to 1.2 [7]. The residual stresses and the hardness follow similar trends as those observed for the longitudinal surface hardness and XRD surface residual stresses. Note that in Figure 2, all the residual stresses are compressive, for XRD, and the residual stresses are tensile near the top (B1/2) and bottom surfaces (B4/5) [1.3 MPa and 8.5 MPa] and, compressive in the inner regions in the slitting method. The observed trends in Figure 2 for the measured residual stresses (slitting) and the short transverse surface hardness are more closely aligned suggesting a potential intrinsic relationship between the two parameters. Zhang et al [5] commented that the through thickness residual stress profiles and the spatial variation in stress distribution are likely to have been caused by the non-uniform plastic deformation during the stress relief treatment.

**Through-Thickness Microstructures.** The through-thickness microstructures were assessed from samples B1, B2, B3, B4 and B5 taken from different locations from the surfaces, interiors and the core of the forging in the short transverse (through the 152 mm thickness) direction. These surfaces correspond to the direction in which the slitting operations were performed in samples B1/2, B2/3, B3/4 and B4/5. The representative microstructures, as marked, and the residual stress distribution obtained from the slitting method [Fig. 3 (d)], are shown in Figure 3.
The microstructures showed a dual grain structure consisting of elongated large grains, and smaller, polygonised grains in un-recrystallised and partially recrystallised forms. For example, close to the surface, B1 and B5, where more deformation is likely during mechanical working and during compressive stress relief, large, elongated and worked grain structure with very few polygonised grains are shown, [Fig. 3 (a) and 3 (f)]. In B2, there is a mixture of elongated grains and large polygonised or equi-axed grains that appear to be partially recrystallised [Fig. 3 (b)]. In B3, which is at the core there is less deformation during the thermo-mechanical processing stage and it is likely to retain more heat compared to the top and bottom surfaces because it cools slowly, there are elongated grains that do not appear to be severely worked and with a large number of small sub grains [Fig. 3 (c)]. B4 is an extension of B3 but showing more worked structure and larger sub grains [Fig. 3 (e)], possibly because it receives more deformation than B3. Variations and inhomogeneous grain distributions through the samples at various positions along the through-thickness of the forging are evident in these micrographs, in line with the heterogeneous grain distribution observed in aluminium alloy forgings reported in the literature [10]. The microstructures in the thick section die forging have evolved during the thermo-mechanical/metallurgical processing, and the nature of the
grain structure is dependent mainly on the amount of working the various regions in the through-thickness face are subject to, and the thermal gradients. The larger (coarser) grains near the top (B1, Fig. 3 a) and bottom (B5, Figure 3 f) surfaces have resulted in slightly higher hardness values (see Table 1 and Fig. 2). In general, any mutual dependency between grain distribution and size, and the residual stresses is likely to be governed by the thermal gradients and deformation inhomogeneities during mechanical working and compressive deformation stress relief, and the strain hardening behaviour of the material in the production of thick section forged products and components.

Conclusion
The preliminary experimental work and the results reported in this paper have identified the nature and extent of non-uniform contours in the residual stresses in the thick section forged product and, the inhomogeneous microstructural features present in the forging. In addition, the results present another dimension in the inhomogeneity space in terms of grain structure and size, as well as variations in hardness and, potentially indicative of varying strength and fatigue properties in the final component. The observed trends in Fig. 2 for the measured residual stresses by the slitting method and the surface hardness are more closely aligned, suggesting a potential intrinsic relationship between the two parameters. Slitting method provides through the thickness profile of residual stress with depth, the surface and the interiors of the specimens provide different type of contours, which confirms the inhomogeneous distribution of residual stresses in thick section aluminium alloy products. Results from XRD and slitting methods showed that relatively higher residual stresses at the top and bottom of the samples were aligned with higher hardness values and interior and core regions showed lower residual stresses and lower hardnesses. The work hardening capability of the section through the thickness and the thermal and deformation gradients are thought to be one of the factors responsible for the observed results. The preliminary experiments and the results have provided an opportunity to explore these aspects further, with the use of more representative larger samples to start with.
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Abstract. Off shore ring stiffened cylindrical structures are subjected to high stresses caused by static or variable external hydrostatic pressure and residual stresses due to the fabrication and welding processes. The use of numerical simulation allows a straightforward calculation of the stresses induced by the hydrostatic pressure in the structure. However it is more intricate to determine the residual stresses resulting from the progressive manufacture of components and assembly using a multi-pass welding processes. This paper presents the work carried out to ascertain the residual stresses present within a high strength welded T-plate test piece, representative of part of a ring stiffened cylindrical structure, by the contour method to determine the longitudinal residual stresses across the width of the test piece. This test piece had previously been subjected to neutron strain scanning in a pattern across the test piece and also the incremental Deep Hole Drilling (iDHD) and the Deep Hole Drilling (DHD) processes to validate the neutron results for the longitudinal and transverse components of residual stress in the weld toe and centreline of the T butt weld. Therefore the work on this test piece is unique as three methods of residual stress measurement have been used. The results of these measurements are presented and compared to highlight agreements and discrepancies in the measured residual stresses by each method.

Introduction
Ring stiffened cylindrical structures operate in some of the worst environmental conditions particularly when they are used in naval platforms. These naval platforms will be subject to high stress low cycle fatigue due to change in depth. They are manufactured from high strength quenched and tempered steels and therefore are susceptible to welding induced defects such as Hydrogen Assisted Cold Cracking (HACC) for which the presence of tensile residual stresses is considered one of the driving forces for the crack development. These platforms also operate in environments where the microstructure of the quenched and tempered steels coupled with tensile residual stresses can result in Stress Corrosion Cracking (SCC) which can then initiate failure by corrosion fatigue. Therefore a comprehensive knowledge of residual stress profiles is required not just at the weld but any location where there is susceptibility to any of these failure modes. This knowledge of residual stresses becomes even more critical when proposing alternate welding details such as pass placement as per [1]. Fracture Mechanics assessment standards such as BS7910 do not address alternate pass placement strategies as discussed in [1], [2]. A research program to investigate these factors was
implemented by the University of Adelaide with details of the work program presented elsewhere [2], [3]. The test piece discussed in this paper had previously had strain measurements made using neutron diffraction (ND) on the Kowari strain scanner at the Bragg Institute, ANSTO, Sydney, Australia. The scanning pattern for this ND work is presented in [1] which is a sister paper for this conference. While comprehensive results were achieved across the base plate limited strain scanning results for the longitudinal direction were obtained in the fusion zone of the weld to the base plate and in the weld itself due to excessive beam path lengths as discussed in [1] and [2]. To partially overcome this two sets of iDHD/DHD measurements were undertaken as described in [1] and [2]. While these measurements gave additional information there were still critical gaps in knowledge, principally on the weld caps for sides 1 and 2 where it was not practical to undertake iDHD/DHD measurements on the entire weld cap. While more extensive DHD measurements could be undertaken the test piece would end up with numerous holes which could preclude use of other nondestructive or destructive techniques. Therefore it was decided to acquire additional residual stress information via use of the contour method.

Experimental Methodology
As detailed in [1] the longitudinal direction for plate rolling, curvature shaping and welding all coincided in the test piece which is standard practice for ring stiffened cylindrical structures. In addition, the longitudinal stress profiles across all areas of the base plate and web are the ones that show the most dramatic change but for which it is hardest to gather information by the ND method particularly in the region under the T butt weld. Therefore the decision was made to undertake sample contouring by cutting transversely across the test plate and therefore causing relaxation in the longitudinal direction. The contouring residual stress work was undertaken by Veqter Ltd using the methods described on their web site [4]. The cut was undertaken using the electro discharge method at a location greater than 30mm from the closest pre-existing DHD site. The relaxed profile was measured using CMM on a grid profile of 0.5 mm. As detailed in [1] the relatively short weld length enabled each weld pass to be undertaken without stops or starts along the length of the weld which would have involved other activities such as grinding. Therefore there is consistency in residual stress profiles along the length. In addition the welders practiced extensively achieving constant heat input levels [2]. The heat input levels for the passes was 1.7 ± 0.1 kJ/mm. Therefore correlation between residual stress levels along the length of the test piece determined by the different methods was assured.

Results
A pictorial representation of the results are presented in Fig 1. The areas of the base plate away from the region of the web and the T butt weld show tensile regions towards the concave surface of the base plate with a zigzag pattern of tensile and compressive zones through the base plate. These extend up to the HAZ and fusion zones of the T butt weld noting that the test piece had reduced weld caps flush with the faces of the abutting web stiffener. The contour plot clearly shows that the residual stress of the first pass of the capping run side 2 i.e. at the intersection of the base plate and the web, see Fig 2 is compressive. This is not the case for side 1 as the equivalent weld pass has low tensile residual stresses. Compressive residual stresses are present on both sides of the weld for the capping passes up to the last capping pass on both sides where they are tensile. For these passes the residual stresses are up to 0.25 of the nominal minimum yield strength of the weld metal. The highest tensile stresses have occurred towards the center of the fusion zone in the base plate and at the root region of the full penetration T butt weld. The residual stresses in the web away from the weld region quickly drop to low compressive values. The residual stress profiles to be addressed in the discussion section are indicated by the red lines shown on the cross sectional plot in Fig.1.
Fig. 1 Output from the FEA analysis of undoing the measured surface profile. The residual stress profile generated is for the longitudinal direction relative to the welding. The insert shows pass placements and the dashed red lines, a to f, are through thickness profiles which will be discussed.

Discussion

Throughout the following discussion section the datum for the position of each measurement by all methods will be changed to that which was used in [2] for the neutron diffraction testing. The initial areas of discussion will effectively be a sanity check for the comparison of the contour results against the neutron diffraction results for areas away from the T butt weld itself. These will then be followed by the more complicated areas in way the weld.

The first location of interest is the through thickness residual stress profile at 90 mm from the centerline of the web on side 2 of the weld, line f Fig.1. In Fig 2 comparative plots of the longitudinal residual stress profiles determined by the neutron diffraction technique with those from the contour method. In addition a plot of the neutron diffraction results from Pearce [3] on a curved plate segment shaped to the identical radius, and in fact from the same shaped plate used for the base plate of this test piece has been superimposed on these results together with the theoretical longitudinal residual stress profile for the shaped base plate calculated by the formulas given in Kendrick [5]. As can be seen in Fig 2 there is correlation between the results as they all show the zigzag pattern through the base plate for a shaped plate to a radius with tensile residual stresses towards the concave surface and compressive residual stresses towards the convex surface. Also the magnitude of the near surface residual stresses is less than that of the through thickness residual stress peaks and therefore corresponds with the results of Pearce [3] and calculations from Kendrick [5]. The kink upwards in the longitudinal residual stresses near the convex surface determined by the contour method cannot be explained at this stage as it is well below any surface induced profile from activities such as shot peening. The errors for the residual stresses determined by ND for all plots are given in [1] and for the DHD/iDHD are 25 MPa maximum.
The next locations of interest are the through base plate profiles 5 mm either side of the face of the abutting web member, lines a and e Fig 1. These locations are clear of the HAZ and Fusion Zones of the weld. The residual stress profiles obtained by the contour method are shown in Fig. 3 with the results from the neutron diffraction testing down these two paths superimposed. While at first glance there appears to be little change from the profile shown in Fig. 2 there are subtle differences. The through thickness profiles show a zigzag pattern starting with tensile residual stresses near the concave surface and compressive residual stresses near the concave surface of the base plate similar to those determined at the +90 through base plate location side 2 of the weld the magnitudes of the peaks have changed. The plots from contouring now have the magnitude of the peak stress near the concave surface greater than the through thickness peak. In addition the levels of tensile stresses are reducing rapidly at the surface whereas the profile at ±20 mm (not shown) do not reflect this and therefore establishes that the welding has affected only a small distance either side of the abutting member.

The profiles through the centerline of the web as determined by ND, iDHD/DHD and by Contour Method are given in Fig 4. A sanity check on the contour results with respect to possible significant variation across the equivalent gauge volume, i.e.5 mm, of the DHD measurements was undertaken and showed that there was insignificant variation in the base plate and minor variation in the weld region. The variation in the weld region was equivalent to the apparent variation in residual stresses by the two methods at the weld root region. While this indicates that there is variation between the two destructive methods in the base plate there is commonality in the weld region. The main thing that is shown is that the two methods have established that there is a high tensile residual stress levels in the region of the centerline of the web/weld. While the neutron diffraction profile in the base plate does not directly correspond with those from the other two methods it follows the general trend. While no longitudinal residual stresses in the weld region could be obtained by this method along this line the transverse and the normal strains were determined and were tensile [2]. The ND full cap individual result [1], [2] corresponds closely with the DHD and Contouring results increasing confidence in the profiles obtained.
Fig. 3 Comparison plot of longitudinal residual stress profiles through the base plate at ± 15mm from the centerline of the web. Profiles show the slight alteration from Fig 2 due to the effect of the weld.

Fig. 4 Comparative plots of longitudinal residual stresses through the base plate and web centerline determined by 3 methods.

Turning to the results presented in Fig 5 for the weld toe region side 2 the results from all methods show that there is a major drop in the longitudinal residual stress magnitude at the weld toe and in the subsequent passes of the weld cap. Of particular interest is that the single ND result in the weld cap corresponds closely with the equivalent profile obtained by the contouring method both for the 8 mm and 10mm line. All profiles show a drop in the residual stresses at the weld toe region down to low tensile or compressive. This confirms that the alternate pass placement strategy has achieved its aims namely reducing the risk of SCC and HACC at the weld toe regions where defects are subjected to high stress low cycle fatigue. As noted in [1] the results for the DHD test centered 11mm from the center of the web and therefore 1 mm of the face of the web are more closely aligned to the ND results for + 15mm from the center of the web, 5mm away from the face. They still show a drop in magnitude at the weld toe. The residual stresses at the weld toe on side 1, line b Fig1 (not shown) have been reduced to low magnitude tensile stresses and therefore reducing risk of HACC and SCC.
Fig. 5 Comparative Plots of longitudinal residual stresses through weld toe region side 2 of weld determined by 3 methods.

**Summary**

The additional longitudinal residual stress information obtained by the cutting method has enhanced the understanding of what is the impact of the specific pass placement strategy shown in Fig 1 for a T butt weld. The results obtained by the contour method confirm those previously obtained by the ND and DHD methods in that the passes in the capping runs towards the base plate and abutting weld member toes are altered to have compressive residual stresses. The same applies to the base plate at the weld toe side 2. Therefore the pass placement strategy progressing away from the base plate reduces the risk of SCC at the weld toe region and in the weld caps. Similarly the risk of formation of HACC defects in the weld cap and weld toe region will also be reduced as the residual stresses are reduced. The high tensile residual stress region has been moved to the center of the weld. Therefore any defects forming in this region will be embedded away from the weld caps and are more easily detected by non destructive testing.
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Abstract. This paper deals with the measurement of residual stresses in cementite after gas-nitriding of a 33CrMoV12-9 steel. During nitriding, precipitation of nanometric alloying elements nitrides and cementite at grain boundaries occurs leading to an increase of superficial hardness and providing compressive residual stresses in the surface layer. The stress state in the ferritic matrix has generally been measured to characterize the mechanical behaviour of the nitrided case while the other phases are not taken into account. In order to better understand the mechanical behaviour (e.g. fatigue life and localization of cracks initiation) of heterogeneous material such as in case of nitrided surfaces, the nature (sign, level) of residual stresses (or pseudo-macro-stresses) of the present phases can be calculated from measurements using X-ray diffraction to select the considered phase. Due to a low volume fraction of cementite through a nitrided case, an approach based on X-ray and electron backscattered diffractions (XRD and EBSD respectively) is proposed to perform stress measurements in cementite. An optimization of the surface preparation (by mechanical and/or chemical polishing techniques) prior to EBSD analysis was performed in order to minimize deformation induced by surface preparation. Pseudo-macro-stresses were calculated in tempered martensite and cementite. Results are compared to local residual stress measurements carried out by a cross-correlation method using EBSD patterns.

Introduction

Gaseous nitriding is a thermochemical surface treatment used to improve surface hardness and generate compressive residual stresses in mechanical steel parts for aeronautics or high performance automotive gearboxes [1]. It involves the diffusion of nitrogen from the surface to the core of the material using an ammonia and nitrogen and/or hydrogen gas mixture. The present work deals with low carbon alloyed steels characterized by a tempered martensite microstructure ((Cr,Fe)23C6/(Cr,Fe)7C3 carbides in ferrite). The temperature of gaseous nitriding (between 480-580 °C) is chosen below the eutectoid transformation and tempering temperatures (ferrite to austenite in Fe-N binary system) in order to prevent the core material from mechanical properties alterations, but high enough to activate the diffusion of nitrogen [2]. Co-diffusion of carbon occurs during nitriding and contributes to a complex microstructure gradient characterized by tempered carbides transformed into chromium incoherent nitrides (Cr,Mo)N and grain boundary cementite (Fe,Mo)3C. Semi-coherent chromium nitrides also form from the solid solution of chromium into ferrite [3]. Nano-scale (Cr,Mo)N precipitates provide the hardness increase after nitriding [4]. Close to the surface, iron nitrides (γ’-Fe4N1-x, ε-Fe2-3N) generally develop as a compound layer depending on the nitrogen potential [5]. Fig. 1 shows a typical nitriding layer of a 33CrMoV12-9 steel nitrided at 520 °C during 100 h. Precipitation and transformation of phases also generate specific volume changes (in regard to the density of the initial and formed phases) in the nitriding layer leading to the generation of compressive residual stresses at the nitriding temperature and during cooling [3, 6] [7]. Only residual stresses in ferrite have usually been determined using X-ray diffraction technics. A few papers give...
the macroscopic stress state using mechanical methods (hole drilling...) [6,8,9]. Due to the multiphase character of nitriding layers, residual stresses depend on the considered crystalline phase (pseudo-macro-stresses) and are different to macro-stresses. The residual stress state is a substantial input for the fatigue resistance of nitrided parts, especially in the case of the initiation of high cycle fatigue (HCF) cracks [10]. Whereas macro-stresses drive the crack propagation, micro-stresses govern the local damage due to heterogeneities at the microstructure scale. The aim of this paper is the determination of residual stresses in the grain boundary cementite in order to take them into account in HCF criteria.

Fig. 1: Nitrided 33CrMoV12-9 @ 520 °C/100 h: a) cross-section optical micrograph showing compound and diffusion layers, b) scanning electron micrograph (SEM) @ 50 µm depth and parallel to the nitrided surface: grain boundary cementite.

**Diffraction stress analysis**

**X-Ray diffraction.** Stress analysis can be carried out by X-ray diffraction using crystalline planes as a strain gauge. The \( \sin^2 \psi \) method is usually chosen in case of polycrystalline and multiphase materials. \( \sigma_{xx}^{\phi_i} - \sigma_{zz}^{\phi_i} \) residual stress are only accessible in case of a multiphase (phases \( \phi_i \)) material without unstressed reference (axis are defined in Fig. 1). X-ray elastic constants (XEC) of considered phases must be determined from elastic constants of a single crystal and the orientation distribution function (ODF) of polycrystalline aggregates in case of textured sample. Fig. 2 gives the evolution of the Young modulus \( E_{\text{hkl}} \) of Fe₃C orthorhombic single crystal in spherical coordinates (data from [11]). The elastic anisotropy of Fe₃C cementite is highly marked, \( E_{(011)} = 319 \) GPa and \( E_{(110)} = 65 \) GPa. XEC are calculated using homogenization methods based on direct Kröner-Eshelby approach for un-textured materials and polycrystalline Kröner-Eshelby approach using ODF for textured materials.

**Electron back scattering diffraction.** EBSD was used to determine crystal orientations using SEM electron diffraction pattern (Kikuchi pattern). The gage volume is given by the operating conditions such as the voltage, tilt angle... and nature of the material (electron absorption effect). Orientation maps can be performed at the scale of the microstructure with a 0.1-1 µm spatial resolution. Quantitative stress analysis is based on the measurement of the misorientation of Kikuchi bands. Maurice and al. developed a method using 3D Hough transform [12] while Wilkinson and al. compared Kikuchi patterns with a reference taken from an identical crystal orientation [13]. Based on a cross-correlation method, these techniques allow to determine tensorial residual stress maps (assuming \( \sigma_{zz}^{\phi_i}(\phi_{i})=0 \)) for a given phase and orientation. For more details see [14,15]. Only the...
single crystal elastic constants of the considered phase are needed to perform stress analysis. Such stress mapping actually gives the stress gradient through a single crystal (or grain) and not the absolute residual stresses. It implies that stresses between grains cannot be evaluated.

Fig. 2: Young modulus of Fe$_3$C single crystal (data from [11]).

**Experiments**

**Material.** Sample (15×15×6 mm$^3$) was made from oil quenched (austenitization @ 920 °C/1 h) and tempered (2 h @ 620 °C) 33CrMoV12-9 steel. Gas nitriding was performed at 520 °C during 30 h and $K_N = 4.3$ atm$^{-1/2}$. The preparation of the sample for stress analyses consists in cutting the sample parallel to the surface at a 50 µm depth. The obtained surface was mechanically polished (220, 500, 1200, 2000, 4000 mesh SiC paper and 1 µm diamond solution), and several finishing preparations (vibrating, ionic and electrolytic polishing) were explored in order to reduce surface plastic deformation and thus optimize the acquisition of Kikuchi patterns.

**Surface finishing preparations.** Vibrating polishing was performed using a Buehler® VibroMet 2 vibratory device during 16 h with a polishing solution made with 50 mL of colloidal alumina OP AN 0.05 and 200 mL of L PS4 lubricant followed by ultrasonic cleaning of the sample during 30 min in pure ethanol. Ionic polishing was performed on a 2×15×6 mm$^3$ sample using a JEOL® IB-09010CP cross-section polisher operating at 4.5 kV with argon flux during 20 h. Electropolishing was performed on a Struers® Electropol device operating at 15 V and 0.5 A using a Struers A2 electrolyte during 30 s.

Tab. 1: X-ray diffraction parameters used for residual stress and texture analyses.

<table>
<thead>
<tr>
<th>Device</th>
<th>Phase</th>
<th>Texture analysis</th>
<th>Stress analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mount type</td>
<td>- Bragg-4 circles</td>
<td>Fe$_3$C</td>
<td>α-Fe</td>
</tr>
<tr>
<td>Mount type</td>
<td>- Fe$_3$C</td>
<td>Cr-Kα</td>
<td></td>
</tr>
<tr>
<td>Angle [°]</td>
<td>{121}/{210}</td>
<td>{051}</td>
<td>{211}</td>
</tr>
</tbody>
</table>
| Observation and EBSD acquisition. Light micrographs were obtained using a Leica® Aristomet device coupled with a Nikon® digital acquisition system. Surface was etched with a 10 % Nital solution. SEM observations were carried out on a JEOL® 7001F device operating at 15 kV using backscattered electrons. For EBSD analysis, sample was tilted at 70° using hkl® device. Basic EBSD analysis and stress analysis (cross correlation method) were performed using Channel 5 and CrossCourt® softwares respectively.
**X-ray diffraction.** Residual stress and texture analyses of cementite were performed on Seifert® XRD 3003 PTS and Siemens® D500 devices using position sensitive detector (PSD). Acquisition parameters are given in Tab. 1. Fig. 3 gives the X-ray diffraction spectrum of the analysed surface. The volume fraction of cementite was estimated to 4.6 ± 0.66 % from Rietveld analysis and Maud software [16].

**Results**

**Surface preparation.** Several quality parameters were considered to select the best surface finishing preparation. The IR criterion gives the indexing rate of Kikuchi patterns in the maps. The band contrast (BC) is extracted from the Kikuchi pattern analysis and represents the contrast of the Kikuchi bands (the higher, the better the Kikuchi pattern is). The mean angular deviation (MAD) is obtained from Hough transform of Kikuchi patterns and characterizes the misorientation between the fitted solution and measured band orientations (the lower, the better the solution is). Tab. 2 indicates that the best Kikuchi patterns, on both ferrite and cementite, were obtained using ionic polishing.

![X-ray diffraction spectrum of a nitrided 33CrMoV12-9 steel at 50 µm below the surface. Relative intensity of ferrite and cementite diffraction peaks.](image)

**Tab. 2: Quality of surface finishing preparations using several quality criteria (IR: indexing rate quality, BC: band contrast, MAD: mean angular deviation) of Kikuchi patterns for ferrite and cementite.**

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Phase</th>
<th>Average IR</th>
<th>Best IR</th>
<th>Average BC</th>
<th>Best BC</th>
<th>Average MAD</th>
<th>Best MAD</th>
</tr>
</thead>
<tbody>
<tr>
<td>IR</td>
<td>α-Fe</td>
<td>8.3</td>
<td>11.5</td>
<td>41.8</td>
<td>52.5</td>
<td>27.3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fe₃C</td>
<td>5.0</td>
<td>12.7</td>
<td>14.9</td>
<td>25.4</td>
<td>10.6</td>
<td></td>
</tr>
<tr>
<td>BC</td>
<td>α-Fe</td>
<td>65.0</td>
<td>105.0</td>
<td>80.1</td>
<td>91.9</td>
<td>73.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fe₃C</td>
<td>67.0</td>
<td>102.0</td>
<td>63.7</td>
<td>68.0</td>
<td>50.6</td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>α-Fe</td>
<td>0.75</td>
<td>0.67</td>
<td>0.66</td>
<td>0.59</td>
<td>0.70</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Fe₃C</td>
<td>0.84</td>
<td>0.77</td>
<td>0.83</td>
<td>0.77</td>
<td>0.91</td>
<td></td>
</tr>
</tbody>
</table>

**EBSD analysis.** Fig. 4 gives several maps from EBSD analyses of grain boundary cementite clusters and ferrite (Fig. 4a). The BC map (Fig. 4b) indicates polycrystalline cementite with a mean grain size around 0.73 ± 0.4 µm. The distribution of the grain size is given in Fig. 4f. The grain size of tempered martensite is close to 10 µm. Fig. 4c and Fig. 4e give the local misorientation between pixels and grains respectively. These qualitative criteria indicate that cementite is more strained than ferrite. The Euler angles map (Fig. 4d) and inverse pole figures (IPF) (Fig. 4g to 4i) give the orientations of cementite and ferrite grains.
**Texture.** The EBSD Euler angles map indicates a local orientation of cementite at grain boundaries. Fig. 5a shows the inverse pole figures along X, Y and Z axes from EBSD analysis where the <101> direction remains perpendicular to the surface. The local anisotropy of cementite can be linked to the local ferrite grains anisotropy and the Bagaryatskii orientation relationship: 
\[(001)_{\text{Fe}_3\text{C}} \parallel (0\overline{1}1)_{\alpha}, (010)_{\text{Fe}_3\text{C}} \parallel (0\overline{1}1)_{\alpha}, (001)_{\text{Fe}_3\text{C}} \parallel (211)_{\alpha}\] [17]. Because of a bigger gage volume and untextured ferrite matrix, no texture is observed for cementite using X-ray diffraction according to the average contribution of the local textured cementite at grain boundaries (Fig. 5b). Consequently, XEC of cementite were calculated assuming an isotropic behaviour (as the ferrite phase).

**Residual stresses.** X-ray residual stress analyses were performed using \(\frac{\gamma}{2}S_\{\{211\}\}\)=[10]^(-6) MPa(-1) and \(\frac{\gamma}{2}S_\{\{051\}\}\)=6.22 10-6 MPa-1 for \(\alpha\)-Fe and \(\text{Fe}_3\text{C}\) respectively, according to calculations from single crystal elastic constants and the Kröner-Eshelby invariant method. Diffraction peaks were fitted using a pseudo-Voigt function and linear background. Residual stresses of both phases were considered as axisymmetric, so that stress analysis was performed in one direction [1]. It follows that compressive stresses of \( [(\sigma)_{xx}(\alpha\text{-Fe})-\sigma_{zz}(\alpha\text{-Fe})]=-1325\pm1 \) MPa without shear stresses and \( [(\sigma)_{xx}(\text{Fe}_3\text{C})-\sigma_{zz}(\text{Fe}_3\text{C})]=-619\pm92 \) MPa without significant shear stress were calculated for ferrite and cementite respectively. The local residual stress states from EBSD analysis in tempered martensite and cementite are given in Fig. 4j for the hydrostatic pressure and Fig. 4k for von Mises stresses. The cross-correlation method globally gives high stresses in absolute value (up to 6 GPa). The quality of the Kikuchi patterns was found very low generating non negligible correlation errors. The local (inside a selected orientation) stresses in tempered martensite appear higher than in cementite, that is in agreement with X-ray diffraction.
measurements. Stress heterogeneities seem to be more important in ferrite due to the native microstructure (martensite laths).

Fig. 5: Cementite texture analysis: a) IPF at the scale of grain boundaries from EBSD analysis, b) pole figure at the macroscopic scale using \{121\}/\{210\} diffracting planes (X-ray diffraction).

**Conclusion**

Residual stress analyses were performed in a nitrided layer using a local approach based on EBSD analysis and a pseudo-macroscopic approach based on X-ray diffraction both in the ferrite matrix and cementite at grain boundaries. Studied surface must be very well prepared using an optimized ionic surface polishing method for good quality EBSD analysis. Pseudo-macro-stresses were found compressive in both ferrite and cementite and the level of stress in cementite was twice less than in tempered martensite. Local stress analysis by EBSD is in agreements and shows strong mechanical heterogeneities between grains.
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Abstract. While defect assessment standards such as BS 7910 “Guide to methods of assessing the acceptability of flaws in metallic structures” \cite{1} present residual stress profiles for T butt welds in thick sections they inherently assume that the weld pass placement strategy is such that the last weld pass is always on the base plate. There is limited information on what the residual stress profiles are if alternative pass placement strategies are used in high strength weldments and structures. Similarly there is limited information on what are the residual stress profiles under the body of the weld and the superimposition on the balancing residual stresses in the base plate away from the weld on pre-existing residual stresses. This paper presents neutron strain scanning work on a high strength, curved base plate, double sided T Butt weld undertaken such that the pass placement in each layer progressed away from the base plate towards the abutting member to determine the potential of reduction in residual stresses at the base plate weld toes. Key results were validated by the Deep Hole Drilling Technique. The results obtained show that a major reduction in the magnitude of the residual stresses occurred at the weld toes of the base plate with a corresponding increase in the center of the weld. Weld toe through thickness profiles were reduced from those of BS 7910. Balancing residual stresses in the base plate were minimal. Discussion includes comparison to results obtained in similar test plates welded with a different pass placement strategy.

Introduction

Ring stiffened cylindrical structures for the offshore industry and naval platforms are usually fabricated from high strength steels with butt welds and T butt welds. The fabrication method involves manufacturing plate cans from thick plates with the longitudinal direction of initial rolling of the plate coinciding with that for shape rolling into a curve. Depending on the diameter 3 or more plates will be needed to be welded together to form a cylindrical can. The ring frames are also fabricated from high strength steel and are welded into the can via double sided T butt welds undertaken in the 1G down hand orientation. The same also applies for rigid bulkheads in the structures to resist buckling of the structures when subjected to sea pressure. These types of structures operate in environments where Stress Corrosion Cracking (SCC) is a frequent problem for

\*Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials Research Forum LLC.
crack initiation in service as is Hydrogen Assisted Cold Cracking (HACC) during manufacture. In the case of naval platforms they are also subjected to a high stress low cycle fatigue regime throughout their service life. Therefore an understanding of residual stress profiles is essential for determining service life and structural integrity safety regimes for the welds and the structural components. While standards such as BS 7910 [1] present residual stress profiles for T butt welds they are limited to the weld toe region only and they assume that the last weld pass is on the base plate with the residual stress level being at tensile yield. No profiles are given for the region under the weld or in the base plates away from the welds and how much the existing profiles in the components are altered by adjacent welding. Hence there is a huge gap in knowledge of residual stress profiles throughout a fabricated ring stiffened cylindrical structure. In 2004 the University of Adelaide and its research partners, ISIS Rutherford Appleton Laboratories, Australian Nuclear Science and Testing Organization, ASC Pty Ltd, and the Commonwealth of Australia, implemented a program to address these gaps [2], [3]. The program was structured to look at the progressive build up or superimposition of residual stress profiles throughout the fabrication process for these types of structures and addressed both current and potential future weld pass placement strategies for the T butt welds. The areas of primary interest were the base plate both beneath the weld and away from the weld region and also the weld. The material used throughout the entire program was BIS 812 EMA quenched and tempered plate with a minimum yield strength of 690 MPa. The primary method of determining the subsurface residual stress profiles was neutron diffraction (ND) as it was nondestructive and could be repeated with the destructive techniques Deep Hole Drilling (DHD), [4], and the Contouring technique being used to validate key profiles and also capture additional residual stress information where it was not possible to successfully neutron strain scan due to beam path length issues. This paper addresses the ND and DHD and incremental Deep Hole Drilling (iDHD), [4], results obtained on one of the T butt test pieces looking at the alternate weld pass placement strategy of progressing the weld passes in each layer from the base plate up to the web member. The results are extracted from [3]. The welding for these test pieces was undertaken in the 1G orientation using the MMAW process at a heat input of 1.7 kJ/mm with preheat of 120°C and outgassing at the same temperature to reduce risk of HACC. The weld consumable for the test pieces looking at this pass placement strategy was Atom Arc E120 consumables which produces welds of 690 MPa yield strength or greater for this heat input.

Experimental Methodology

In order to maximize the longitudinal strain scan results in and under the weld this test piece was fabricated with a reduced number of layers by omitting the normal capping runs to give a slight taper as experience with the larger T butt weld test piece of the series with full caps [3] had shown that with full caps the beam path lengths were excessive for successful longitudinal strain measurement in this region. The pass placement strategy for full cap and reduced cap are shown in Fig 1. This was preferred over cutting back the sample post welding to reduce the beam path length in the longitudinal direction due to concerns over relaxation of stresses. The test piece was fabricated with the lineup of longitudinal directions as shown in Fig 1. The test piece was fabricated in 2008 when the scanning table for the Kowari strain scanner was limited to 10kg only and hence the test piece dimensions were limited in length to comply with this requirement while maintaining thickness of base plate and web member to other test pieces in the series [3]. The neutron strain scanning was undertaken on the Kowari strain scanner at the Bragg Institute, ANSTO, Sydney in 2010.

The plan for the neutron strain scanning is shown in Figure 2. As can be seen in this figure the through thickness scan lines concentrated on the area adjacent to and below the weld utilizing the reduced beam path lengths for longitudinal strain scans in both the weld and the zone immediately underneath the abutting web/weld. The methodology for undertaking DHD and iDHD residual stress measurements is given in [4] with the iDHD method being used in the plastic deformation regions of the heat affected zone and weld metal in addition to the DHD method, [4]. The subsequent locations
for the DHD/iDHD tests are shown also in Fig 2. These were located at the 11 mm from the centerline of the web, so as to avoid the initial 1.5mm gun drilled hole drill piece breaking if it was located at exactly the weld toe and the second set of DHD/iDHD measurements were undertaken at the centerline of the web. The general separation rule between DHD sites is 6 x the diameter so as to avoid relaxation of residual stress at subsequent sites. As the two sets of DHD/iDHD measurements were undertaken several months apart the separation between the two DHD sites had to be 6 x 5mm, i.e. 30 mm, as the diameters of the final EDM core is 5mm, and therefore the second DHD site was centered further along the weld.

Fig 1 showing a) the cumulative line up of the longitudinal directions of the main manufacturing steps of the test piece and b) the weld pass placement strategy of the test piece and c) that for the larger test piece previously neutron strain scanned reflecting a standard weld cap. Note the reduction in layers in b) but the same pass placement strategy as c).

Fig.2 Plan for residual stress measurements undertaken on T butt weld test piece. The red grid represents the Neutron diffraction testing plan with strain measurements undertaken at the intersections of the transverse and vertical line. The two green lines are the locations of the centers of the DHD cores.

Results
The residual stress profiles determined by ND at the weld toes on side 1 and side 2, Fig. 3, are completely different as those on side 1 show a zigzag pattern with reduced magnitude close to the weld and then largely compressive at a depth of 10 mm below the concave surface before reverting to
tensile at a depth below the concave surface of 20 mm. The zigzag pattern for side 1 does not reflect that of a curved plate [2], [3] and therefore the original residual stress profile in the curved base plate has been over ridden. This is reinforced by the through thickness profiles for Side 2 in which there is no zigzag pattern and the 3 profiles follow the same pattern. For both side 1 and side 2 the profiles indicate that the residual stresses near the weld toe will be low tensile or low compressive stresses. This is supported by the result for the only location on the scan line across the weld where all 3 strains were captured was the one at side 2 of the weld pass closest to the weld cap surface. The residual stresses at this location were -84.5 MPa, -160 MPa, and 19.1 MPa for the longitudinal, transverse and normal directions respectively.

Fig 3 Through thickness plots of residual stress profiles in the base plate at the weld toes a) side 1 and b) side 2 determined by ND

The through thickness profiles for the residual stresses determined by ND at the centerline of the web are presented in Fig. 4. They are radically different from the profiles presented in Fig. 3 in that they show substantial compressive residual stress values near mid thickness of the base plate changing to lower compressive values closer to the concave surface and to tensile values towards the convex surface. No residual stress results could be determined along this line in the weld and its heat affected zone, fusion zone and in the weld due to the beam path length in the longitudinal direction.

Fig. 4 Through thickness plots of residual stress profiles in the base plate at centerline of web determined by ND.
The through thickness plots for the residual stress profiles obtained by iDHD/DHD in the base plate and web are shown in Fig 5. The longitudinal and transverse residual stress profiles at the weld toe side 2 show a rapid reduction in the magnitude of the stress levels close to the weld on the concave side of the base plate, which is opposite to that for the un-welded base plate, and with a zigzag equilibrium balancing pattern through thickness. Those through the centerline of the web while showing a zigzag pattern through the web indicated high tensile stresses in the weld and beginning of the web.

![Residual Stress Profile Through Base Plate at Weld Toe Side 2](image1)

![Residual Stress Profile Through Centre Line of Web](image2)

**Fig. 5** Through thickness plots of the results of the DHD tests undertaken at a) the toe of the weld side 2 and b) through the centerline of the weld/ web.

**Discussion**

The comparative plots of the through thickness residual stress profiles for ND and IDHD/DHD methods are presented in Figure 6. Looking first at those through the base plate and centerline of the web in Fig 6a) there appears to be good correlation for the results in that they are generally following the same profile though the ND results appear to be slightly out of phase with those determined by DHD. The differences reflect one of the limitations of ND in that due to time considerations for strain scanning, particularly for the longitudinal direction, and due to beam path length issues, no longitudinal strains were captured near the centerline in the weld. Since a more detailed profile was not achieved for the ND measurements there was a need to use alternative methods such as DHD/iDHD.

Turning to the residual stress profiles at the weld toe region there is a distinct difference in the shapes of the profiles determined by ND for 10 mm from the centerline of the web i.e. directly under the weld toe to those determined by DHD centered 11 mm from the centerline of the web. There is closer correlation between the DHD profiles and the ND profiles measured + 15 mm from the centerline of the web both with respect to magnitudes of residual stress and to profile shape. The key contributing factors to this are the rapidly changing residual stresses induced by the welding moving away from the weld toe as well as the differences in gauge volume and position of the centers of gauge volume. The DHD is based on a 5 mm diameter core removed between + 8.5 mm and + 13.5 mm whereas the ND measurements are based on a gauge volume from + 8 mm to 12 mm and hence the gauge volume for the ND is more closely aligned to the ND results centered on plus 15 mm.

Notwithstanding this all the results at the weld toe indicate that there is a distinct drop in the magnitude of the residual stress profiles at the weld toe with the one ND result achieved in the weld cap indicating compressive residual stresses. It is apparent that equilibrium balancing through thickness results in the high tensile residual stress levels found in the weld and mid thickness of the
As detailed in [3] the transverse strain profile across the weld/web member 4mm above the concave surface of the base plate varied from -681 micro strain in the weld cap side 2 to plateau at +1 245 micro strain mid thickness before decreasing to -253 micro strain in the weld cap side 1. The normal strain profile varied from 421 micro strain in the weld cap side 2 to reverse plateau at approximately zero micro strain mid thickness and then increase to 597 micro strain in the weld cap side 1. This strain profile supports what is evident in Fig 6. The reduction of the tensile residual stresses at the weld toes side 1 and side 2 indicates that the alternate pass placement strategy shown in Fig 1 will reduce the risk of HACC defects forming as well as SCC when in service. This is a major achievement as crack/defect propagating from the weld toes through the base plate can lead to catastrophic failure of the structure. As crack propagation can lead to catastrophic failure the reduction in tensile residual stresses by the alternate pass placement strategy at the weld toes regions needs to be validated via further testing using an alternative method such as contouring the results of which are subject of a sister paper for this conference.

**Fig 6.** Comparative plots of the longitudinal residual stress profiles obtained by the ND and DHD at the centerline of the web on the left and at the weld toe side 2 on the right.

**Summary**

The residual stress profiles for the alternate pass placement strategy, from the ND and DHD testing undertaken on this test piece, clearly show that there is a reduction is the residual stress magnitude at the weld profile when compared with the yield strength values given in BS 7910. Further work needs to be undertaken by a 3rd method such as contouring to establish the rate of change of the residual stress profiles away from the weld toe and to demonstrate the advantages of the alternate pass placement strategy of progressing weld passes from the base plate to the web to give confidence before implementing this strategy on full scale structures.
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Abstract. The current paper presents an experimental study of the residual stress role to recover polymer blend to its original position after deformation. In this study, we use a polymer blend of 40% PolyCaproLactone (PCL) and 60% Styrene-Butadiene-Styrene (SBS). The Shape Memory Polymer (SMP) is able to storing a permanent macroscopic after passing through a temporary one; then under an external stimulus; they can recover their initial shapes. The recovery rate depends on the mechanical property of the mixture and also of the number of the loading cycles. Indeed, one multiplying the number of mechanical loading cycle; generally tensile test; the recovery rate does not change in a linear manner and therefore the residual stress is not added in integer from one cycle to another. In this work we studied the mechanism of the shape as well as property memory effect of the blend under study during a shape memory cycle, to establish a relationship between the “shape memory effect” and the “properties memory effect”. Finally, we measure the “Driving Force” responsible for the shape memory effect by an original method. This study allows establishing a relationship between the rate of recovery and residual stresses introduced into the polymer during its deformation.

Introduction

Shape memory polymers (SMPs) have the capacity of changing their shapes from a temporary shape to a permanent shape upon an external stimulus. The stimulus could be provided by thermal [1, 2], magnetic or electric sources [3]. In the case of thermal stimulus, the cycle process consists of first a deformation at high temperature, relaxation, fixing and finally recovery [4-6]. SMPs are useful in many domains as medical and biological devices [8, 9], smart textile [10, 11], tubing and actuating materials and packaging components [12-14]. The capacity of SMPs to change shape is generally explained by the presence of at least two different phases with different mechanical properties (hard and soft). Recently different new concepts regarding to certain aspects related to shape memory effect were shown [4-6]. We can consider as concept the Property Memory Effect (PME) in which stress-strain tensile tests and both mono and multi-frequency DMA (Dynamic Mechanical Analyzer) tests on virgin and 100% recovered samples of PU (rubber) revealed that the polymer at the end of the shape memory tests regains 100% of its initial form without regaining some of its physical properties like the glass transition temperature, the tensile modulus, the heat expansion coefficient and the free volume fraction. After recovery tests on a stretched sample, the majority of the polymers regain only a certain percentage of their initial shape. The Degree of Shape Memory Effect (DSME) is defined as the percentage of the residual shape. This denotes the Partial Shape Memory Effect (PSME) concept. The successive cyclic tensile tests on partial shape memory polymers (PSMP) show that the DSME increases with the increase of the number of cycles. This test also showed the shape capacity of polymer increases by the number of cycles. This new concept of shape memory effect is
of very important value. We can in a legitimate way suppose that a polymer without shape memory effect can be transformed into a shape memory polymer.

Another new concept concerns the driving force responsible of recovery phenomenon. It has been shown that during shape memory cycling tests, and during fixing test the polymer is cooled down rapidly in order to fix the shape obtained at the end of the test. In this period the residual stresses will be locked in the structure. This residual stress is indeed the origin of driving force responsible for the shape memory effect [4-6]. During recovery, at a temperature higher than the glass transition of soft segments, these stresses are released and the SMP regains its initial shape.

In the present work, in order to study the origin of this driving force "Driving force", the relationship between the recovery rate and the residual stresses, introduced into the polymer during its deformation, has been determined.

**Experimental**

**Materials.** A mixture of polycaprolactone (PCL) (40%) and Styrene-Butadiene-Styrene (SBS) (60%) is used. This blend shows almost a total shape memory effect. We choose this percentage because it gives a good combination of shape recovery ratio and shape fixing ratio [18]. The PCL that was used for this study is PCL CAPA 860 supplied by Perstrop Limited UK with a density of 1.14 g/cm³ of density and its Tg and Tm are respectively -50°C and 60°C. The used Styrene-Butadiene-Styrene (SBS); provided by the company Sinopec Group, is an amorphous copolymer (Tg =-80°C) between the polybutadiene rubber (PB) and thermoplastic polystyrene (PS).

**Determinations of melting point and glass transition temperature.** A TA instruments DSC-Q10 V9.0 Build 275 type Differential Scanning Calorimetry has been used to determine the transition temperature of polymers. Specimens have been cooled with nitrogen from room temperature to -80 °C (Minimal temperature that the machine can achieve) and then heated until 80 °C at a constant rate of 3 °C / min.

Pure PCL presents a melting point of 59,2 °C [18]. Pure SBS is an amorphous polymer without any melting point. The blend shows a melting point of 57,6 °C which is almost the same as the pure PCL (Fig. 1). In order to determine the glass transition temperature, dynamical mechanical thermal analysis (DMTA) tests has been carried out using a DMA Q800 TA Instruments. A 1Hz frequency has been performed between -100°C to 0°C with a heating rate of 3°C/min,

These curves in Fig.2 show that the transition temperature of the SBS and PCL are -82°C and -42°C, respectively. These results reinforce the fact that the SBS and the PCL are not miscible because their Tg remain the same in the blend. Fig. 3 showed the MEB images of a virgin simple (right image) and a simple after one SM cycle (left image). The bright region was PCL phase and the dark region was SBS phase. That shows the intrinsic immiscibility between the SBS, the soft phase, and the PCL the hard phase. This confirms DMA results showing two different transition temperatures: the lowest corresponds to the soft phase (SBS) and the highest corresponds to the hard phase (PCL).
Tensile and shape memory test. The stress-strain tests have been done by a uniaxial-tensile loading Instron 5566-type machine with a load cell of 1 kN at room temperature, according to the standard NF ISO 6239 [17].

Shape memory test was carried according to the following steps: (1) heating the sample up to 50°C and holding for 10 minutes; (2) extending to the strain of 100% with a speed of 6 mm/min (tensile test) (3) fixing this deformation by cooling down the sample to the room temperature using a fan for 10 min (4) unloading the sample to zero stress and then recording the strain (5) heating up the sample to above the glass transition temperature of the blend and then recording the strain (recovery test). During this step, the length of the sample decreases and thanks to the shape memory effect, the sample recovers all its substantial original shape. It is important to indicate that the recovery test cannot practically be performed isothermally because during heating, the oven from room temperature up to 50°C and before reaching this temperature, the sample begins its deformation for recovering its initial shape. So recovery test was carried out in ramp (constant temperature rate) condition.

For multi-cycle tests, successive shape memory cycles were performed on the same sample. At the end of the first recovery cycle test, the sample is subjected to another shape memory cycle, i.e. tensile, fixing and recovery. This cycle was repeated a several times.

Results and discussion

Thermal effects on the mechanical and the shape memory properties. The results of tensile tests on the SBS/PCL blend are shown in Figure 5 and table 2. These results clearly show the influence of temperature on mechanical properties. The stress decreases with increasing temperature. We can note that the thresholds which separate elastic and plastic areas are at 8% of strain (ε). The strain energy can be stored in the polymer structure, which subsequently will be released under the effect of thermal stimulation. This stored energy is the source of the driving force that will bring the sample to its original shape.
Fig. 5: Tensile tests of SBS / PCL blend at different temperatures: (1) 25°C, (2) 35°C, (3) 50°C, (4) 60°C

Table 1: Young modulus values and stress at 100% of strain at different temperature

<table>
<thead>
<tr>
<th>T(°C)</th>
<th>Modulus [MPa]</th>
<th>Stress at 100% strain [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>174</td>
<td>5.7</td>
</tr>
<tr>
<td>35</td>
<td>103</td>
<td>4.7</td>
</tr>
<tr>
<td>50</td>
<td>66</td>
<td>3.1</td>
</tr>
<tr>
<td>60</td>
<td>7</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Fig. 5 shows that the blend is less rigid at high temperature. The curve’s initial slope (Young Modulus) as well as the sample’s stiffness is inversely proportional to the temperature. 50°C will be used as a reference temperature for the entire tensile test. The recovery test is carried out in a thermal chamber for a range of temperature after holding at 100% of deformation. The recovery rate and the fixing rate are respectively:

\[ R_r(\%) = \frac{L_u - L_f}{L_u - L_i} \times 100 \]  \hspace{1cm} (1), and \hspace{1cm} \[ R_f(\%) = \frac{L_u}{L_m} \times 100 \]  (2)

Where \( L_i \) is the initial sample length, \( L_m \) the length after 100% of deformation, \( L_u \) the length after tensile test without stress (jaws are release) and \( L_f \) is the length after recovery.

To calculate the recovery rate, use \( L_u \), the length after tensile test without stress, and not \( L_m \), the length after 100% of deformation, because when we release the jaws the sample’s length changes. The fixing rate is not equal to 100%.

Table 2: Recovery tests at different temperature

<table>
<thead>
<tr>
<th>Temperature [°C]</th>
<th>Rr [%]</th>
<th>Rf [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>97,2</td>
<td>92,9</td>
</tr>
<tr>
<td>65</td>
<td>91,1</td>
<td>94,1</td>
</tr>
<tr>
<td>55</td>
<td>71,9</td>
<td>93,4</td>
</tr>
</tbody>
</table>

Molecular mobility increases by rising the temperature. For our blend, 100% recovery is reached in about 20 min with 75 °C while for 55 °C the polymer reached only 71,9% of recovery. For this blend, the SBS chains, the soft phase, ensure the recovery.

Multi-cycle effects on mechanical and shape memory properties. Multi-cycle tests were performed to study their effects on the mechanical and shape memory properties. For these assessments, we will use 50°C for tensile test and 55°C for recovery test.

The residual stress stored in the sample after each tensile test, need a thermal stimulus to be released. The amount of the internal energy stored during the cycle is more important when the tensile test is made at -30°C than at 23°C. Therefore, for sample which the tensile test is made at -30°C, the recovery starts at low temperature and can reach 55% at the ambient temperature.
Tensile tests were carried out on a sample after shape memory cycles. Results are given in figure 8. We can notice that the specimen’s stress decreases from 3.1 Mpa (cycle1) to 2.1 Mpa after 10 shape memory cycles. The Young modulus undergoes a significant decrease because it passes from 65.6 Mpa in the first cycle to 12.1 Mpa in the tenth cycle.

Table 3: Maximal stress and Modulus for each cycle

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Stress [MPa]</th>
<th>Modulus [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.1</td>
<td>65.6</td>
</tr>
<tr>
<td>2</td>
<td>2.7</td>
<td>46.8</td>
</tr>
<tr>
<td>3</td>
<td>2.7</td>
<td>20.5</td>
</tr>
<tr>
<td>4</td>
<td>2.6</td>
<td>17.6</td>
</tr>
<tr>
<td>5</td>
<td>2.4</td>
<td>17.6</td>
</tr>
<tr>
<td>6</td>
<td>2.4</td>
<td>15.2</td>
</tr>
<tr>
<td>7</td>
<td>2.3</td>
<td>14.9</td>
</tr>
<tr>
<td>8</td>
<td>2.3</td>
<td>13.7</td>
</tr>
<tr>
<td>9</td>
<td>2.1</td>
<td>12.3</td>
</tr>
<tr>
<td>10</td>
<td>2.1</td>
<td>12.1</td>
</tr>
</tbody>
</table>

Table 4: Fixing rate and Recovery rate at different cycles

<table>
<thead>
<tr>
<th>Cycles</th>
<th>Rr [%]</th>
<th>Rf [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>89.7</td>
<td>94.6</td>
</tr>
<tr>
<td>2</td>
<td>76.9</td>
<td>94</td>
</tr>
<tr>
<td>3</td>
<td>83.5</td>
<td>93.7</td>
</tr>
<tr>
<td>4</td>
<td>90.7</td>
<td>92.2</td>
</tr>
<tr>
<td>5</td>
<td>92.2</td>
<td>88.8</td>
</tr>
<tr>
<td>6</td>
<td>92</td>
<td>89.1</td>
</tr>
<tr>
<td>7</td>
<td>92.4</td>
<td>88.1</td>
</tr>
<tr>
<td>8</td>
<td>93.1</td>
<td>87.8</td>
</tr>
<tr>
<td>9</td>
<td>93.7</td>
<td>87.7</td>
</tr>
<tr>
<td>10</td>
<td>92</td>
<td>88.1</td>
</tr>
</tbody>
</table>

Conclusion
After a shape memory cycle; the soft material, more sensitive to the deformation, is going to store some strain energy which will be afterward a source for the driving force to return to the initial shape. Whereas the hard phase, during the tensile test, resist to the deformation of the soft chains and this resistance is going to create residual stress in the hard phase which will be released by an external stimulus (heating). The direct measure of the residual stress by diffraction for our example will be very difficult to see impossible because the mixture is not crystalline and does not present any arrays as the case of the steel or other metals. We remark that the blend regains 90% of its initial shape after the first memory test and that the recovery rate varies in a random way until the fifth cycle from which it stabilizes around 92 % until tenth cycles. The fixing rate decrease from 94% in the first cycle to 88% in the fifth one. Then it keeps this rate until the tenth cycle. We can notice that even when the sample regains almost its initial shape after each cycle, it does not have the same mechanical properties. We can notice that the sample does not remain the same viscoelastic properties even when it regains almost its initial shape after each cycle.
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Abstract. Neutron strain scanning and Rietveld analysis were used to study the residual stresses in Al₂O₃/Y-TZP ceramic composites fabricated by different green processing techniques (a novel tape casting and conventional slip casting) and with different zirconia content. The results show that the residual stresses in zirconia particulates are tensile and the ones in alumina matrix are compressive, with almost flat through-thickness residual stress profiles in all bulk samples. The residual stresses for both phases were mainly dependent on the zirconia content, irrespective of the measurement direction and the fabrication process.

Introduction

Alumina-zirconia ceramics have received considerable attention in both engineering and academic fields due to their improved mechanical properties when compared with pure alumina ceramics [1-4]. It has been proposed that the residual stresses due to thermal and elastic mismatches between alumina and zirconia could contribute to toughening and enhance the structural performance of these ceramic composites [5, 6].

Numerous works have been done on residual stresses analysis in Al₂O₃-ZrO₂ composites [6-10] and a wide range of results were obtained depending on fabrication routes, composition design and measurement techniques. In this study Al₂O₃/Y-TZP (alumina/tetragonal ZrO₂ stabilized with 3 mol% Y₂O₃) composites were investigated. Samples were prepared by a novel tape casting route [11, 12] for stacking green ceramic tapes made from high solid content of water-based slurries at room temperature and using low pressures. The conventional slip casting [13] was taken as reference for comparison. The effect of the Y-TZP content on the Al₂O₃/Y-TZP composites was also studied.

Time-of-flight (TOF) neutron diffraction and Rietveld analysis have been applied for the non-destructive determination of the residual stresses in Al₂O₃/Y-TZP bulk samples. Through-thickness residual stress profiles corresponding to both phases, i.e. alumina and zirconia, were obtained, and compared to available data in the literature and to estimations by theoretical models. The effects of Y-TZP content and the new processing method on the microstructure and residual stresses of the ceramic composites were established.

Experimental

Sample preparation and characterization

Monoliths of Al₂O₃/Y-TZP composites with 5 and 40 vol. % of Y-TZP were obtained using high-purity α-Al₂O₃ and polycrystalline tetragonal zirconia stabilized with 3 mol. % Y₂O₃, named as Y-TZP, as the starting powders. Two kinds of green processing methods were used for each composition: the novel tape casting and conventional slip casting. The studied specimens were named as A-5YTZP(slip), A-5YTZP(tape), A-40YTZP(slip) and A-40YTZP(tape), in order to
describe compositions and fabrication techniques. Subsequent sintering was carried out at a maximum temperature of 1500°C, with a dwell time of 2 h (heating and cooling rates of 5°C/min).

High-density (relative density > 98.5%) sintered samples were obtained for each studied Al2O3/Y-TZP composite. Characteristic microstructures were observed by scanning electron microscopy on diamond polished and chemically etched (85% H3PO4, 7 min at 200°C) sample surfaces. The microstructure is very similar for both fabrication techniques, and depends on the zirconia content. Representative scanning electron micrographs of A-5YTZP and A-40YTZP composites are presented in Fig. 1, as a function of Y-TZP reinforcement content. A dense microstructure was observed in all the studied materials, where the alumina matrix (in dark grey) and zirconia particulates (in light grey) were generally well-dispersed. The grain size of Al2O3 matrix was clearly decreased, as zirconia content increased from 5 to 40 vol. %.

Fig. 1. SEM micrographs of polished and chemically etched surfaces of the studied ceramic composites: (a) A-5YTZP; (b) A-40YTZP. Al2O3 grains appear with dark grey color and Y-TZP particulates are in light grey color.

Residual stress measurement
The time-of-flight neutron diffraction technique ENGIN-X (ISIS, UK) was used for residual strain scanning in each ceramic composite sample (dimensions of 20 mm×20 mm×5 mm). With two detector banks centered on Bragg angles of 2θ = ±90 degrees, the ENGIN-X instrument allows simultaneous measurements of strain in two principal stress component directions. In this case, the in-plane direction, parallel to the larger plane of the samples (20 mm×20 mm), and the normal direction, perpendicular to it, were chosen. The measurement gauge volume was set to 15×1×1 mm3. Through-thickness strain scanning was carried out along the sample thickness in 0.4 mm steps. The stress-free reference lattice parameters of α-Al2O3 and Y-TZP were obtained by measuring both the α-Al2O3 and Y-TZP starting powders.

TOF diffraction data were analyzed by Rietveld refinement of the complete spectrum, using the TOPAS-Academic V5 program [14]. The instrument diffraction profile was modeled by using a convolution of a pseudo-Voigt function with two back-to-back exponentials. Monoclinic zirconia was detected in the Y-TZP powder but not in the composites. Consequently, all the studied A/Y-TZP composites were analyzed by using a two-phase model consisting of the hexagonal α-Al2O3 phase and tetragonal Y-TZP phase. The space groups and initial atomic structure information used in refinements are taken from [15] [16].

The lattice parameters of each phase were obtained after refinement. The average elastic strain representative of a phase, named mean phase strain, was determined from the change of the average lattice parameters. Mean phase strains for both phases were respectively calculated by averaging the strain over the unit cell, as:
\[ \bar{\varepsilon} = \left( \varepsilon_a + \varepsilon_c \right) / 3 \]  

(1)

where \( \varepsilon_a \) and \( \varepsilon_c \) are the strains along lattice axis (\( a \) and \( c \)), calculated as \( \varepsilon_a = (a - a_0) / a_0 \), \( \varepsilon_c = (c - c_0) / c_0 \), respectively. The lattice parameters \( a (a=b) \) and \( c \) were obtained from bulk samples, and \( a_0 \) and \( c_0 \) are the stress-free lattice parameters measured from the starting powders.

Taking into account the fabrication process and specimen symmetry, the strains measured in the normal and in-plane directions are considered the principal strains \( \varepsilon_{ii}, i=1, 2, 3 \), as \( \varepsilon_{11} = \varepsilon_{22} = \varepsilon_{\text{in-plane}} \) and \( \varepsilon_{33} = \varepsilon_{\text{Normal}} \). Thus, mean phase stresses for both alumina and zirconia phases were calculated along the in-plane and normal directions using Hooke’s law:

\[
\sigma_{\text{in-plane}} = \frac{E}{1 + \nu} \bar{\varepsilon}_{\text{in-plane}} + \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \left( 2\bar{\varepsilon}_{\text{in-plane}} + \bar{\varepsilon}_{\text{Normal}} \right)
\]

(2)

\[
\sigma_{\text{Normal}} = \frac{E}{1 + \nu} \bar{\varepsilon}_{\text{Normal}} + \frac{E\nu}{(1 + \nu)(1 - 2\nu)} \left( 2\bar{\varepsilon}_{\text{in-plane}} + \bar{\varepsilon}_{\text{Normal}} \right)
\]

(3)

where \( \bar{\varepsilon} \) corresponds to the calculated mean phase strain for both \( \text{Al}_2\text{O}_3 \) and \( \text{Y-TZP} \) phases, given by Eq. 1, and \( E \) and \( \nu \) are the bulk elastic constants of \( \text{Al}_2\text{O}_3 \) (\( E = 400 \text{ GPa} \) and \( \nu = 0.22 \)) and \( \text{Y-TZP} \) (\( E = 210 \text{ GPa} \) and \( \nu = 0.31 \)) [17].

Results and discussion

Fig. 2 shows a representative diffraction pattern for a A-40YTZP (tape) composite, including measured (blue line) and calculated profile (red line, overlapping the blue observed profiles). The difference plot between the observed and calculated intensities was shown in grey line below the spectrum. Good fitting was achieved for all reference powders and bulk samples, with the weighted residual error \( R_{wp} \) ranging from 4% to 10%.

**Fig. 2.** Representative TOF neutron diffraction pattern analyzed with Rietveld refinement for a A-40YTZP (tape) sample. Individual peaks of \( \text{Al}_2\text{O}_3 \) (\( \star \)) and \( \text{Y-TZP} \) (\( \ast \)) were identified at the bottom of the profile with blue and black tick marks, respectively.
Phase composition corresponding to the measured gauge volumes was evaluated by Rietveld refinement, as shown in the upper right of the profile fitting window (Fig. 2). Almost constant Y-TZP contents were recorded at different scanning positions of the same sample, with values very close to the nominal ones.

Through-thickness residual stress profiles of the alumina matrix and the zirconia particulates are shown in Fig. 3 and Fig. 4, for the slip casting and tape casting Al2O3/Y-TZP samples, respectively. For all the studied Al2O3/Y-TZP composites, compressive stresses were found in Al2O3 matrix and tensile ones were in the Y-TZP particles. This is due to the lower thermal expansion coefficient of Al2O3 matrix ($\alpha_{Al2O3} = 8.6 \times 10^{-6} \, \text{ºC}^{-1}$) compared with Y-TZP particles ($\alpha_{Y-TZP} = 10.8 \times 10^{-6} \, \text{ºC}^{-1}$). Almost flat stress profiles were obtained for both phases in each specimen, which indicates the homogenous distribution of residual stress inside the samples. No obvious orientation effects were discovered, according to the similar stress behaviors in normal and in-plane directions.

In addition, no significant differences can be observed between samples with the same composition made by conventional slip casting (Fig. 3) or by tape casting routes (Fig. 4). This seems to indicate that the low pressure (18 MPa) used for stacking tapes in the novel tape casting green process did not produce additional macro-residual stresses after sintering. Consequently, the micro-residual stresses in both phases were mainly induced by thermal and elastic mismatch between phases, during cooling from the sintering temperature to room temperature. Irrespective of the fabrication process (slip casting or tape casting), as Y-TZP content increased from 5 vol.% to 40 vol.% , tensile stresses in Y-TZP particles decreased from an average value of 730±50 MPa in A-5YTZP composites to approximately 400±30 MPa in A-40YTZP composites. On the contrary, the compressive stresses in Al2O3 matrix were increased (in absolute value) from an average value of -70±12 MPa in A-5YTZP composites to approximately -320±12 MPa in A-40YTZP composites. As the stress profiles are rather flat, the stresses were averaged along the sample thickness, and the reported error is the standard deviation.

The residual stresses were estimated with the modified Eshelby model proposed by Taya et al. [20]. In the model, the isotropic average stress fields in the Al2O3 matrix and Y-TZP particulate can be theoretically estimated from the volume fraction, elastic modulus, Poisson’s ratio and thermal expansion coefficients of the phases. The average residual stresses obtained in both phases are the following:

- A-5YTZP composites: -39 MPa in alumina and 741 MPa in zirconia
- A-40YTZP composites: -326 MPa in alumina and 489 MPa in zirconia

The average residual stresses calculated from the model agree quite reasonably with the ones obtained from the neutron diffraction experiments.

The values of $f_A\sigma_A + f_{YTZP}\sigma_{YTZP}$ were also calculated to check the static equilibrium condition [21], where $f_A$, $f_{YTZP}$ are the volume fractions of Al2O3 matrix and Y-TZP in composites; and $\sigma_A$, $\sigma_{YTZP}$ are the measured mean phase stress of Al2O3 matrix and Y-TZP particulates, respectively. As can be seen in Figs. 3 and 4, those values are close to zero in all cases.

**Summary and conclusions**

Through-thickness residual strain scanning was carried out in Al2O3/Y-TZP ceramic composites with different zirconia content (5 and 40 vol.%), by means of time-of-flight neutron diffraction. The whole spectra were analyzed with the Rietveld method. The obtained results showed that alumina matrix is under compression and Y-TZP particulates are under tension in the composites, due to thermal expansion mismatch between the matrix and the particles. Almost flat through-thickness mean phase residual stress profiles were obtained in both phases. The novel tape casting process does not produce
a noticeable change on the residual stress state when compared to the traditional slip casting route. Residual stresses for both phases were mainly dependent on the Y-TZP content in composites.
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**Abstract.** Residual stresses and distortions in welded I-girders for steel construction are relevant when evaluating the stability of steel beams and column members. The application of high strength steels allows smaller wall thicknesses compared to conventional steels. Therefore, the risk of buckling has to be considered carefully. Due to the lack of knowledge concerning the residual stresses present after welding in high strength steel components conservative assumptions of their level and distribution is typically applied. In this study I-girders made of steels showing strengths of 355 MPa and 690 MPa were welded with varying heat input. Due to the dimension of the I-girders and the complex geometry the accessibility for residual stress measurement using X-ray diffraction was limited. Therefore, saw cutting accompanied by strain gauge measurement has been used to produce smaller sections appropriate to apply X-ray diffraction. The stress relaxation measured by strain gauges has been added to residual stresses determined by X-ray diffraction to obtain the original stress level and distribution before sectioning. The combination of both techniques can produce robust residual stress values. From practical point of view afford for strain gauge application can be limited to a number of measuring positions solely to record the global amount of stress relaxation. X-ray diffraction can be applied after sectioning to determine the residual stresses with sufficient spatial resolution.

**Introduction**

This work is part of an ongoing research project on recommendations for the implementation of welding imperfections in the numerical analysis of welded thick-walled I-girders. One focus is put on welding residual stresses and their impact on the stability of specific components. Simulation approaches for capacity design are often quite conservative due to lack of knowledge concerning important input parameters [1]. For example, welding residual stresses are often assumed to be tensile up to the yield strength in the heat affected zone (HAZ). This is not the case especially when welding high strength steels which show a stress reducing effect due to solid state phase transformations [2-3]. The resulting extent of equilibrium compressive residual stresses is important for the ultimate load. But experimental proofs of spatially resolved residual stresses for welded thick-walled I-girders are difficult to obtain due the limited accessibility of such structures. Especially the HAZ adjacent to the weld restricts local measurements as it is covered by the parallel chords even in large scale I-girders. The sectioning method is an established technique to determine residual stresses in larger structures. Strain gauges are applied on the surface of the specimen. Sectioning by saw cutting leads to stress/strain relaxations which are recorded by strain gauges locally. Applying a large
number of strain gauges the stress relaxation can be calculated accurately. The spatial resolution is in principle limited by the geometry of the strain gauge. In the present work the sectioning method was combined with residual stress determination by X-ray diffraction (XRD). For this purpose the I-girders were cut just to the size until the areas of interest were accessible by XRD. The final residual stresses were determined by simply summing up the stresses found by sectioning and subsequent XRD.

**Experimental**

**Welding.** Full-scale specimens welded at a steelwork company were used. The high strength steels S355J2+N and S690QL (minimum yield strength: 355 MPa, respectively 690 MPa) were welded by gas metal arc welding (GMAW). The plate thicknesses were 20 mm for the chords and 10 mm for the web plate. Fillet welding was performed using strength matching filler materials in a single layer. Important parameters are shown in Table 1. Two heat inputs were applied varied mainly by the welding speed.

**Table 1: Welding parameters**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>355L</td>
<td>S355J2+N</td>
<td>328</td>
<td>33</td>
<td>64</td>
<td>10.1 (low)</td>
</tr>
<tr>
<td>355H</td>
<td></td>
<td>329</td>
<td>33</td>
<td>40</td>
<td>16.3 (high)</td>
</tr>
<tr>
<td>690L</td>
<td>S690QL</td>
<td>343</td>
<td>33</td>
<td>64</td>
<td>10.6 (low)</td>
</tr>
<tr>
<td>690H</td>
<td></td>
<td>338</td>
<td>33</td>
<td>40</td>
<td>16.7 (high)</td>
</tr>
</tbody>
</table>

**Sectioning.** Sectioning was performed using a conventional band saw. The sections are indicated in Fig. 1. The cutting strategy was chosen from preliminary tests taking into account the strain gauge response and also literature recommendations [4]. The strains were recorded longitudinally and transversely to the welding direction. From these strains the stresses in longitudinal direction were calculated.

![Figure 1: Schematic of sectioning, position of the strain gauges and measuring position for XRD](image-url)
The first section had a length of 250 mm. From cut number two on the sections had lengths of 45 mm. Cut number twelve was located directly adjacent to the strain gauges. The second half of the beam was then cut beginning from the other side. Section number 13 had a length of 554 mm. Sections 14 to 17 showed again lengths of 45 mm. The resulting section number 18 which carried the strain gauges then resulted in a length of 21 mm. From this last section the chords were cut from the fillet and used for final residual stress measurement by XRD as shown in Fig 1.

**X-ray diffraction.** The residual stresses in longitudinal direction were determined using the sin²ψ-method. Measuring and evaluation parameters are given in Table 2. The measurements were performed along a line starting adjacent to the weld covering the HAZ and the base material. Up to 19 points were chosen along a distance of 50 mm (see Fig 1). The measurement was made at the welded side and also at back side of the chords at similar positions.

Table 2: Measuring and evaluation parameters for residual stress analysis by XRD

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>2 mm</td>
</tr>
<tr>
<td>Radiation</td>
<td>CrKα</td>
</tr>
<tr>
<td>Diffraction line</td>
<td>Ferrite: 211</td>
</tr>
<tr>
<td>E{211} and v{211}</td>
<td>220.000 MPa and 0.28</td>
</tr>
</tbody>
</table>

**Results and Discussion**

Longitudinal residual stresses determined from the strain gauge response at the upper (weld) and lower side of the chords are shown in Fig. 2 and Fig. 3. The closer the strain gauge was located relative to the weld the higher the stresses were. Up to 100 MPa were found adjacent to the weld independent from the material or the heat input. Away from the weld the stresses turned into compression. The mid and the outer position showed about -50 MPa. The back side of the chords was characterized by quite constant compressive residual stresses between approximately -50 MPa to -100 MPa. With higher heat input (Fig. 2, right and Fig. 3, right) the stresses tended to show slightly higher absolute values. In the following the stresses obtained at three fixed positons by strain gauges were added to the spatially resolved stresses obtained from XRD. Ranges were defined for each strain gauge - indicated in Fig. 2 and Fig. 3 by the dashed lines - in which the stresses from the strain gauges were assumed to be constant.

![Figure 2: Longitudinal residual stresses determined by strain gauges during sectioning of samples 355L (left) and 355H (right)](image-url)
Residual stresses determined from XRD after sectioning are shown for S355 in Fig. 4. The highest stresses were found close to the weld at the upper side of the chord. For the low heat input up to 300 MPa were registered. At high heat input up to 200 MPa remained after sectioning adjacent to the weld. Within the first 10 mm a gradient was present in the HAZ. Here the stresses turned into compression. Approximately -100 MPa were left in the base material. The back side of the chords showed stresses near 0 MPa in the range near the weld. The rest was characterized by stresses between 0 MPa and -100 MPa, which may stem from initial fabrication stresses present in the plates before welding. Note, that the plates were not subjected to stress relieve heat treatment prior to welding. No cutting influence is expected due to waterjet-cutting of the plates. The XRD results are always affected by the surface preparation which was critical at some points. This applied also in quality to the high strength steel S690 shown Fig. 5. The chord back side showed the same stress distribution also in quantity. Differences to S355 appeared at the upper side of the chord. Adjacent to the weld metal the tensile stress showed a dip. The stress was decreased here between 50 MPa and 150 MPa dependent on the heat input. Low heat input formed lower stresses at all. In the base material the stresses were around 0 MPa.

Figure 4: Longitudinal residual stresses determined by XRD after sectioning of samples 355L (left) and 355H (right)
After superposition of the stresses from sectioning and XRD the differences between HAZ and base material became higher. The highest tensile stresses up to the yield strength were obtained for S355 welded with low heat input adjacent to the weld (see Fig. 6). The stresses remained tensile within a distance of 10 mm to the weld. With higher distance to the HAZ the stresses changed into compression up to -200 MPa. The stresses at the back side are in principle in compression showing the same absolute values as on the upper side. Also the back side of S690 was completely in compression up to -200 MPa (see Fig. 7). The upper side showed around 0 MPa far from the weld and HAZ. In the HAZ the highest tensile stresses were found around 2 mm away from the weld metal. In the transition to the weld the stresses were decreased from 300 MPa to about 150 MPa at low heat input. For the high heat input this decrease was less, from 360 MPa to 310 MPa. Related to the yield strength of the materials the higher stresses, up to the yield point, were present in the mild steel S355. The high strength steel S690 was stressed just to 52 % of the yield strength. As the geometry (restraint) of the samples was similar in each case the main reason was assumed to be the phase transformation behavior. Stress release by martensite formation is known to be effective in high strength steels [2-3].
Figure 7: Longitudinal residual stresses determined from strain gauges and XRD of samples 690L (left) and 690H (right)

Summary
Residual stresses were determined on welded I-girders made of S355 mild and S690 high strength steel. A combination of the sectioning method and XRD was applied. The residual stresses released during sectioning showed a similar level independent from the material and the heat input applied. XRD has shown that the local residual stresses present in the HAZ are less affected by the heat input but were characteristic for the type of steel welded due to the impact of the solid state phase transformation. Residual stresses in the mild steel S355 reached the yield point, while the stresses in the high strength steel S690 just showed about half of that. Extensive use of strain gauges is just necessary to record the global stress relaxation by sectioning in order to have sufficient access by XRD. The latter can be applied then to ensure residual stress determination with high spatial resolution.
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Abstract. Carbon arc-air gouging is a common technology when repairing defects in welded structures. Often this technique is applied in repeated cycles even on the same location of the joint. Due to the multiple heat input by gouging and subsequent re-welding, the residual stresses are strongly influenced. This can become crucial when microstructure and mechanical properties are adversely affected by multiple weld reparations. Knowledge about the relation of gouging and residual stresses is scarce but important when high strength steels, which are sensitive to residual stresses, are processed. The present study shows the effect of repair welding on a high strength steel structural element. The weld and the heat affected zone were subjected to multiple thermal cycles by gouging and subsequent repair welding. The residual stresses were determined by X-ray diffraction at different positions along the joint. The results showed that the residual stress level has increased by the repair cycles. This is most pronounced for the heat affected zone. Adapted welding procedures may prevent detrimental residual stress distributions.

Introduction

During fabrication of steel components, non-destructive testing for quality control is frequently applied. Emerging failures are often treated locally by repair welding. In this case, multiple repair cycles may be required to completely remove the failure. Standards do not limit the number of such repair cycles. Therefore, it is unknown how the number of repair cycles influences the mechanical properties and residual stresses. These stresses become important when high strength steels are applied, which are more sensitive to residual stresses due to their limited ductility.

For the removal of weld defects, carbon arc-air gouging is a commonly used method during fabrication. The advantage is the excellent failure finding ability due to the good accessibility even in the edges of a component. Carbon arc-air gouging uses a copper covered graphite electrode. Typical diameters are 6, 8 or even 10 mm. A positive polarity is used for the electrode when gouging steel. The specific current load reaches from 10.5 A/mm\textsuperscript{2} for a 6 mm diameter electrode to 7.5 A/mm\textsuperscript{2} for a 10 mm diameter electrode. The molten material is blown out of the weld by an air stream. The gouging depth is controlled by the angle of approach which is usually between 30° and 45° [1-2].

Residual stresses in repair welds are not reported in the literature up to now. Similar behavior may be expected from slit welds which are used to evaluate the cold cracking behavior of welds. The notch created by gouging is comparable to the slit used in specific tests [3-7]. Published data reveals that the residual stresses in such tests are influenced by slit characteristics, i.e. length [3-4] and position in the sample [8-9], and the stiffness (restraint intensity) of the test pieces [5]. Nevertheless, the number of gouging and respective repair welding cycles has not been investigated yet. Therefore, the present work focuses on the residual stress development considering multiple repair cycles.
Experimental
The sample for residual stress analysis was adopted from a typical detail in a real bridge construction (Fig. 1, left). The lower flange joint of the cross girders of an open bridge deck and the orthotropic plates are static sensitive joints. In service, the load acts transverse to the weld. The weld is under tensile stress. In case of railway bridges, this type of joint is therefore checked 100% by non-destructive testing.

In this study, the test sample consisted of two base plates acting as the lower flange of the main beam, namely the cross girder. The transverse stiffener, located on the root side of the weld, simulated the cross-girder web (Fig. 1, right).

Figure 1: Weld detail in a bridge construction – cross girder joint (left), sample simulating the cross girder joint consisting of two base plates and a transverse stiffener on the root side (right)

Welding was performed according to typical parameters used during fabrication as indicated in Table 1. Two base materials with a thickness of 20 mm (base plates) and 10 mm (stiffener) were chosen. The high strength steels S355J2+N and S690QL (minimum yield strength: 355 MPa respectively 690 MPa) were welded using gas metal arc welding (GMAW). Matching filler materials G3Si and G694Mn3Ni1CrMo were used with 1.2 mm wire diameter, in accordance to ISO 14341 and ISO 16834-A.

Table 1: Welding parameters

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Root</td>
<td>120</td>
<td>250-260</td>
<td>28-29</td>
<td>35</td>
<td>12.45</td>
</tr>
<tr>
<td>Intermediate</td>
<td>200</td>
<td>300-310</td>
<td>31-32</td>
<td>42</td>
<td>13.73</td>
</tr>
<tr>
<td>Top</td>
<td>200</td>
<td>280-290</td>
<td>29-30</td>
<td>27</td>
<td>18.68</td>
</tr>
</tbody>
</table>

A carbon electrode with a diameter of 6 mm at a current of 380-400 A was applied for gouging in each case. It was performed over a length of 200 mm located on the top surface of the weld according to Fig. 3. During each repair cycle the weld seam was not removed completely. A small edge of the original weld seam with extent of 1-2 mm was left. After the initial welding cycle and between, the joints were allowed to cool down to ambient temperature. Gouging and subsequent repair welding was repeated up to five times. The depth of the gouged region was about 7 mm.
The residual stresses were determined by X-ray diffraction using the $\sin^2\psi$-method [10]. Measuring and evaluation parameters are given in Table 2. The measurements were performed along the line located in the center on the top surface of the joint covering the weld, HAZ and base material. 25 points were chosen along a distance of 48 mm. Fig. 2 (right) shows the location and arrangement of the residual stress measurement. There are single locations in the weld and also HAZ where the residual stresses could not be determined due to microstructural reasons (nonlinear d vs. $\sin^2\psi$ distributions).

**Table 2: Measuring and evaluation parameters for residual stress analysis**

<table>
<thead>
<tr>
<th>Measuring mode</th>
<th>$\sin^2\psi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Focus</td>
<td>2 mm</td>
</tr>
<tr>
<td>Radiation</td>
<td>CrKα</td>
</tr>
<tr>
<td>Diffraction line</td>
<td>Ferrite: 211</td>
</tr>
<tr>
<td>$E{211}$</td>
<td>211.000 MPa</td>
</tr>
<tr>
<td>$\nu{211}$</td>
<td>0.3</td>
</tr>
</tbody>
</table>

**Results and Discussion**

Residual stresses found for the as welded condition in the samples of steel S355 (see Fig. 5 left) showed higher values for the longitudinal direction as compared to the transverse one. This accounts for the weld metal itself and also for the heat affected zone (HAZ) in the base material. The highest peak values may reach the yield point of the steel. The transverse direction is characterized only by moderate tensile stress levels not above 150 MPa. The stress level and distribution is mainly influenced by the restrained shrinkage of the weld and HAZ.

The S690 shows comparable residual stress characteristics (Fig. 5 right), although the highest stress peaks, which were found only in the HAZ, had values up to 250 MPa. The weld metal showed lower stresses, which were caused by the phase transformation to bainite and martensite [11]. Even compressive residual stresses may appear.
After the first repair cycle the residual stresses in S355 were shifted to higher values, especially in the HAZ and the base material. The weld metal showed more or less the same characteristics as found for the as welded condition. In the HAZ particularly, the transverse residual stresses were affected by the repeated heat input due to the deposition of the weld metal. The same trend was observed for the higher strength material S690 (Fig. 6, right). While the weld metal was less affected, the HAZ and the base material showed elevated tensile residual stresses around 400 MPa. The stress distribution appeared asymmetric, due to manual welding and gouging. The main reason for the residual stress rise after the first repair cycle was the increase of the shrinkage restraint due to the notch resulting from gouging. Applying a number of repair cycles to the same weld led to even higher stress levels which reached the yield strength, particularly in case of S355 (Fig. 7, left). The weld metal of S690 was less affected, due to the stress reduction caused by the phase transformation, (Fig. 7, right). Nevertheless, the HAZ showed increased residual stress levels with repeated gouging.
Adapting the welding procedure allowed control of the residual stress levels found after gouging and repeated deposition of the weld metal in the notch. Applying a Pilgrim-step sequence during welding (three steps) resulted in moderate stress levels longitudinal as well as transverse to the welding direction (Fig. 8). Even lower stresses than in the initial as welded condition were obtained. This applied for S355 as well as for S690. With shorter welds the shrinkage length was less. Therefore, longitudinal residual stresses were lower compared to the conventional welding procedure.

Summary
Residual stresses were determined on welded samples of S355 and S690 high strength steel. The sample geometry represented a common detail used in bridge constructions. The residual stress state was analyzed by X-ray diffraction for the as welded condition and for subsequent first and fifth repair cycle. The residual stresses significantly increased after the first repair cycle and continued to increase with further weld repair cycles. The stress increase was more pronounced for the longitudinal direction. S355 was affected in both weld metal and HAZ, but the higher strength steel S690 was only influenced in the HAZ. The reason was the stress reduction due to solid state phase transformation acting in the weld metal, which was more prominent in case of S690. Elevated tensile residual stresses in the HAZ can become critical when the mechanical properties are degraded.
Applying a Pilgrim-step sequence during the repair welding procedure is an appropriate way to reduce the residual stresses significantly.
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Residual Stress States After Piezo Peening Treatment at Cryogenic and Elevated Temperatures Predicted by FEM Using Suitable Material Models

Alexander Klumpp\textsuperscript{1,a}, Mehmet Tamam\textsuperscript{1,b}, Franziska Lienert\textsuperscript{1,c}, Stefan Dietrich\textsuperscript{1,d}, Jens Gibmeier\textsuperscript{1,a} and Volker Schulze\textsuperscript{1,f}

\textsuperscript{1}Karlsruhe Institute of Technology, Kaiserstraße 12, 76131 Karlsruhe, Germany

aalexander.klumpp@kit.edu, bmehmet.tamam@student.kit.edu, cfranziska.lienert@kit.edu,
dstefan.dietrich@kit.edu, ejens.gibmeier@kit.edu, fvolker.schulze@kit.edu

\textbf{Keywords:} Mechanical Surface Treatment, Machine Hammer Peening, Piezo Peening, Residual Stresses, Finite Element Simulation, Temperature Variation, Material Modeling

\textbf{Abstract.} Piezo peening is a recently developed mechanical surface treatment and belongs to machine hammer peening technologies. It has proven suitable to generate a wide range of compressive residual stress profiles and penetration depths depending on the parameters chosen for the process. By this means, greatly enhanced fatigue behavior could be achieved. In this study, the residual stress states after modified piezo peening treatments were determined experimentally and by 3D finite element (FE) simulation. Low alloy steel AISI 4140 was treated at ambient, cryogenic and elevated temperatures. Residual stresses were determined experimentally using the $\sin^2(\psi)$ method combined with subsequent electrolytic surface layer removal. The FE simulation makes use of a material model, which is capable of describing strain-rate and temperature dependent material behavior as well as the Bauschinger effect and allows for the emulation of surface layer removal for proper residual stress determination. Thus, the applicability of appropriate material modeling to predict experimentally determined residual stress profiles could be demonstrated.

\textbf{Introduction}

Due to the generation of smooth surfaces together with compressive residual stresses and work hardening, machine hammer peening (MHP) has become a crucial process step, e.g. in the fabrication of molds and dies. Mostly utilizing electromagnetic, pneumatic and hydraulic transducers, today’s MHP processes allow for the generation of specific surface characteristics [1].

A recently developed MHP technology utilizing a piezo-electric power transducer is piezo peening [2]. It has been applied to the quenched and tempered steel AISI4140, where the fatigue strength could be greatly improved. This was found to be mainly due to the introduction of near-surface compressive residual stress fields. It was shown that residual stress profiles can widely be varied depending on the applied process parameters [2]. During the last decades, computational mechanics such as the finite element (FE) method has been applied extensively to understand process-property-relationships. Therefore an approach towards the FE simulation of piezo peening has been presented in a recent publication [3], showing good agreement between numerical and experimental results. Since strain-rate and temperature dependent material modeling has been applied in simulation, it is particularly interesting to investigate the influences of temperature variation upon flow stresses and residual stress profiles. On the one hand, potential influences of cryogenic and elevated temperatures on the residual stress profiles after piezo peening are explored experimentally, since the effect of temperature on residual stress generation has not yet been investigated for this process. Furthermore, tendencies regarding residual stress maxima and penetration depths in experiment and simulation are compared, such that the obtained results serve as validation for the applied material model.
Process Description and Experimental Setup

A schematic drawing of the utilized piezo peening device [2] is shown in Fig. 1 (left). Specimens are mounted to a linear x-y-slide to be peened by the spherical hammer head. The latter is driven by the piezo actuator with a specific frequency (f), stepover distance (s) and stroke (h), generating “impulsive regular” [4] deformation of the specimen surface. By means of the x-y-slide, the work piece surface can be treated using different patterns, such as meanders. The soft bearing on top is used to control the contact properties. The hammer head is lifted off the specimen surface after each stroke. In Fig. 1 (right), the experimental setup for piezo peening at cryogenic temperatures is shown. Specimens were cooled down to -180 °C using liquid N2 flowing through a brass block specimen holder. For piezo peening at elevated temperatures, the same block was heated by heating rods, thus achieving temperatures of +200 °C. In each case a two-point temperature controller was used.

![Piezo peening process (schematic, left) [2] and test bench for cryogenic peening at KIT (right)](image)

Low alloy steel AISI 4140 with hardness of 430 HV1 was used for the investigations. The chemical composition is shown in Table 1. The material was austenitized at 850 °C for 20 minutes, oil-quenched and then tempered at 450 °C for 120 minutes. Afterwards, it was furnace-cooled to room temperature.

**Table 1: Chemical composition of AISI 4140**

<table>
<thead>
<tr>
<th>Chemical composition (wt.-%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fe</td>
</tr>
<tr>
<td>Base</td>
</tr>
</tbody>
</table>

Flat specimens with a thickness of 4 mm (Fig. 2) were used throughout the experimental investigations. piezo peening was carried out on an area of 10*10 mm². Near-surface residual stresses were evaluated in the center of the peened area, using Cr-Kα radiation on \( \{211\}\)-α-ferrite diffraction line at \( 2\theta = 156.4° \). X-ray stress analysis was carried out according to the \( \sin^2(\psi) \) method [5], using \( E\{211\} = 220 \) GPa and \( v\{211\} = 0.28 \) as Young’s modulus and Poisson’s ratio, respectively. Residual stress depth profiles were determined by incremental electrolytic layer removal. Comparability of experiment and simulation was established by FE layer removal simulation. A detailed description of the experimental setup and residual stress measurements can be found in [2].

![Figure 2: Specimen geometry with peened area (hatched)](image)
**Finite Element Simulation**

The commercially available equation solver Abaqus/Explicit was used for stress computation due to its suitability for nonlinear, dynamic problems. FE geometry and mesh were modeled using parameterization. Material data were implemented as user material subroutine (VUMAT) Fortran77 code. A 2*2*2 mm³ sized cuboid consisting of approx. 860,000 hexahedron elements of type C3D8R was used as simulation model and is shown in Fig. 3 (left).

![Finite Element Model](image)

*Figure 3: FE geometry model (left), element layer removal (middle) and boundary conditions (right)*

For proper resolution, mesh refinement was introduced towards the impact surface. Semi-infinite elements of type CIN3D8 were used at the laterals to dampen the stress waves induced by the impact of the hammer head on the surface. Hammer heads were modeled as rigid half-spheres (Fig. 3, left), which is valid if the yield strength ratio of hammer head and work piece exceeds a value of 2.0 [6].

Eight consecutive impacts were simulated on 1.8 mm length, using an imposed sinusoidal hammer head movement and an individual hammer head model for each stroke. General contact with a friction coefficient of \( \mu = 0.4 \) was defined between hammer head and work piece. A post-computation Python script was used to evaluate the residual stress state. Residual stresses were determined in a circular area; cf. Fig. 3 (middle). Stress redistribution due to electrolytic layer removal was realized by successively setting Young’s modulus to zero in near-surface layers. After each layer, the mean value of superficial residual stresses within the area was determined. By this means, comparability between experiment and simulation was established. Floating boundary conditions as illustrated in Fig. 3 (right) were chosen to impede horizontal movement of the laterals and vertical movement of the underside. Furthermore, variable mass scaling, as described in [3], was applied.

The physically based, elastic-viscoplastic material model for BCC materials presented in [3] was used to describe the material behavior in the present strain, strain-rate and temperature range. Changes in strain-rate and temperature mainly affect the yield strength, whereas hardening curves remain similar in a wide range of temperature and strain rate [7]. This effect is due to thermally activated deformation [8] and allows for modeling a viscoplastic “overstress” independently of work hardening [7]. Combined nonlinear isotropic and kinematic hardening as proposed by [9] was applied to account for the Bauschinger effect. It was shown in literature that including kinematic hardening leads to a more realistic description of simulations of shot peening and machine hammer peening [3, 9, 10].

The framework of small strains was adopted, thus assuming additive decomposition of the strain tensor in elastic and plastic parts. The consistent viscoplasticity approach [11] was used together with the von Mises yield criterion, which reads

\[
f \equiv J_2 (\sigma^* - \xi) - R - \sigma_G - \sigma^* = 0,
\]
where $\xi$ and $R$ denote the kinematic and the isotropic hardening variables, respectively. Two additive nonlinear kinematic variables and one nonlinear cyclic isotropic variable as proposed by [12] and [13], respectively, were applied. A full description of the constitutive equations can be found in [7] and [3]. The variables $\sigma_G$ and $\sigma^*$ denote the athermal and thermal parts of the flow stress, respectively [8]. The former slightly depends on temperature, whereas the latter shows strong dependence on temperature and strain-rate. The constitutive formula developed by [8] was used to reproduce the experimentally obtained flow stresses. As can be seen from Fig. 4, the thermal flow stress parts can be increased by higher strain-rates, and even more pronounced, by lower temperatures. Three temperatures were chosen for the investigations: cryogenic (-180 °C); ambient (20 °C) and warm (200 °C). Young’s modulus was determined a priori and set to 225, 210 and 194 GPa, respectively. Thus, flow stresses during piezo peening at varying temperatures, where strain-rates about 100/s apply at a peening frequency of 500 Hz, are adequately reproduced. The full constitutive parameter set can be found in [3].

![Figure 4: Strain-rate and temperature dependent thermal flow stress part [3]](image)

**Results and Discussion**

Experimental standard process parameters are summarized in Table 2. Besides the temperature, either stepover distance or stroke was varied while all other process parameters remained unchanged throughout the investigations.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Hammer head material</th>
<th>Hammer head diameter</th>
<th>Stroke</th>
<th>Feed rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>500 Hz</td>
<td>WC-Co</td>
<td>5 mm</td>
<td>36 µm</td>
<td>50 mm/s</td>
</tr>
</tbody>
</table>

Fig. 5 shows transverse (left) and longitudinal (right) residual stress profiles determined experimentally after piezo peening at different temperatures and stepover distances with 36 µm stroke. At all temperatures, residual stress penetration depths increase by reducing stepover distance, which is a usually observed effect [2]. Furthermore, three effects seem to apply: A slight increase in penetration depth could possibly be assumed for cryogenic temperatures, regardless of stepover distance and measurement direction. The effect of stepover distance on residual stress penetration depth seems to be more pronounced at cryogenic and less pronounced at elevated temperatures. Furthermore, cryogenic temperatures appear to shift residual stress maxima below the surface, while maximum residual stresses can be found on the surface after warm peening. This effect can probably be explained by an increasing dominance of Hertzian pressure caused by the cooling to cryogenic temperatures, which is typical for hard work pieces [14].
The question arises whether such effects can be reproduced by the strain-rate and temperature dependent FE simulation. A comparison of experimentally and numerically determined residual stress profiles with varying stroke (36 and 48 µm) and stepover distance (400 and 250 µm) is shown in Fig. 6 (left). For the sake of clarity, only transverse residual stresses are considered here.

As can be seen from Fig. 6 (left), generally satisfactory agreement was achieved between simulation and experiment. However, a certain discrepancy regarding the penetration depths could be seen for 250 µm stepover distance. Cryogenic peening with 48 µm stroke hardly affects residual stresses induced by the peening experiment, which is probably caused by the limited rigidity of the test bench. Despite the underestimation of residual stress penetration depths, the experimentally observed shift of residual stress maxima below the surface at cryogenic temperatures can also be recognized in the simulations. Contradictory to the experiment, numerically obtained residual stress penetration depths after warm peening increase for each stepover distance. However, this effect was shown to be an intrinsic property of strain-rate dependent material models [15] and is illustrated in Fig. 6 (right): Higher temperatures and lower strain-rates lead to lower maximum residual stresses and higher residual stress penetration depths and vice versa. Young’s modulus, varied from 225 to 210 GPa (denoted by “YM” in Fig. 6, right), has only limited influence upon residual stress generation.

An adequate constitutive description of flow stresses is decisive for any simulation of residual stress generation. Yet, the prevailing deformation mechanisms are expected to be more complex than modeled in this investigation. For instance, the process was modeled adiabatically, which may not be entirely valid, especially for larger work pieces. Those remaining issues in material modeling for simulations of MHP processes are therefore still subject to thorough investigations of ongoing work.
Summary
Experimentally and numerically obtained residual stress profiles after piezo peening at temperatures between -180 and +200 °C were presented in this paper. Agreement between simulation and experiment for different parameters is found applying a strain-rate and temperature dependent material model in the simulations. Contrary tendencies concerning residual stress penetration depths were found, but may be attributed to the material model definition. More attention should be devoted to a real process description, taking into account the prevailing deformation mechanisms and process conditions.
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Abstract. The current paper presents results of residual stress measurements in injection moulded polycarbonate samples, which have been processed in various ways to introduce different residual stress states. The hole drilling as well as the ring-core method were used and methodological developments as compared to measurement procedures applied on metallic samples are outlined. In this context the time dependent viscoelastic behaviour of the investigated material as well as temperature fluctuations during testing are of high importance. It is demonstrated that manufacturing parameters, i.e. mould temperature and injection rate, have a significant impact on the resulting residual stress states. A frame made of aluminium was used to induce pronounced tensile residual stresses in the sample by preventing shrinkage. Holes of different diameters were drilled in order to get information at different depths from the surface.

Introduction

Injection moulding is a widely used manufacturing process for components made of plastics. The process comprises three stages: filling, packing and cooling. Each stage affects the materials properties of the moulded product and contributes to the formation of residual stresses. Many investigations deal with their analysis by testing and/or simulation [1]. As residual stresses can cause warpage and shrinkage, they are mostly undesired. However, it was also demonstrated that they can have positive effects on the materials properties. Compressive residual stresses improve the notched Izod impact strength [2] as well as slow down crack propagation [3]. Nevertheless, residual stresses are always superimposed to external stresses, and, thus, it is of crucial importance to predict them. Although simulation methods have been steadily improved, predictions have to be confirmed by measurements. The hole drilling method enables measuring depth gradients of plane stress states locally. Thereby, the hole drilling method can be used for samples with a minimum curvature of 3.5 times the diameter of the hole for an uni-axial stress state [4], while a minimal curvature of 6 times the diameter is recommended for multi-axial stress states [5]. However, plastics are challenging materials for mechanical stress measurement methods, as they are highly influenced by temperature fluctuations and behave like a visco-elastic material [6, 7]. In the current work it will be shown that injection rate and mould temperature significantly influence the absolute values of residual stresses in polycarbonate samples. Due to a hybrid structure made of polycarbonate and aluminium, which has been designed for the current work, it is demonstrated that the hole drilling method is appropriate to measure compressive as well as tensile residual stresses in the polycarbonate. By drilling holes with diameters of 2 mm and 4 mm and milling a circumferential slot with an inner diameter of 14 mm, it is revealed that the results are reproducible and eventually information about residual stresses is obtained at different depths following various treatments.

Materials and experimental set up

Four samples with the dimensions of 60 mm × 155 mm × 4 mm were prepared for the current work. All samples were injection moulded using Polycarbonate (Makrolon 2805). The injection moulding
parameters are given in Table 1. The material is characterized by a Young’s modulus of about 2.7 GPa and a measured Poisson’s ratio of 0.4.

Table 1: Injection moulding parameters of the different samples

<table>
<thead>
<tr>
<th></th>
<th>Sample 1</th>
<th>Sample 2</th>
<th>Sample 3</th>
<th>Sample 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Injection Rate (mm/s)</td>
<td>1000</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Mould Temperature (°C)</td>
<td>30</td>
<td>80</td>
<td>80</td>
<td>80</td>
</tr>
<tr>
<td>Packing Pressure (MPa)</td>
<td>50</td>
<td>50</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>Melt Temperature (°C)</td>
<td>290</td>
<td>290</td>
<td>290</td>
<td>290</td>
</tr>
<tr>
<td>Additional Information</td>
<td></td>
<td></td>
<td>Annealed</td>
<td>With aluminium frame (Fig. 1)</td>
</tr>
</tbody>
</table>

Process parameters of sample 1 were employed to manufacture a sample showing high residual stresses. A high injection rate of about 1000 mm/s, which should promote high flow-induced residual stresses [1], and a low mould temperature of about 30°C were chosen. For the other samples, the mould temperature was increased to 80°C and the injection rate reduced to 100 mm/s. The third sample was annealed for 6 hours at 110°C after moulding in order to release residual stresses. As the thermal stresses were expected to be the main mechanism inducing residual stresses [1], compressive residual stresses were expected near the surface. In order to generate tensile residual stresses near the surface, the fourth sample was moulded in an aluminium frame, which prevents shrinkage of the polycarbonate in the longitudinal direction. Thus, tensile residual stresses in the longitudinal direction were expected at point A in Fig. 1. At the outer parts of the sample (Point B in Fig. 1) shrinkage in the transversal direction is also prevented, as the width of polycarbonate, i.e. the sample dimension in transversal direction, is bigger at the outer part than in the middle of the sample. Thus, tensile residual stresses in the transversal direction are expected at point B. Because of the equilibrium of residual stresses, compressive residual stresses are then expected in the transversal direction in the middle of the sample (Point A in Fig. 1).

Figure 1: Polycarbonate sample (white) with an aluminium frame (grey). The thickness of the frame is 4 mm. The red arrows highlight the expected orientation of the residual stresses. See text for details.

In order to measure residual stresses, the hole drilling method was applied. Measurements were carried out at point A in Fig. 1, using the standard procedure [9], and following the recommendations in [6, 7, 8]. Calibration coefficients correlating residual stresses and released strains were calculated by Finite Element Analyses (FEA). The reader is referred to the aforementioned studies for details including guidelines detailing strain gauge installation and analysis of the time dependant measured strain signals. The signal is in fact strongly influenced by temperature fluctuations and the visco-elastic behaviour of the polycarbonate sample during and after drilling. In order to address these
issues the authors developed a procedure that minimizes effects. Findings will be reported elsewhere [6]. For the hole drilling method, two measurements were made for each sample: one with a 2 mm diameter blind hole at depth increments of 0.04 mm, and the second one with a 4 mm diameter blind hole at depth increments of about 0.08 mm. The ring-core method was also applied. The internal diameter of the circumferential slot was 14 mm and the external diameter was about 17 mm. The depth increments were 0.2 mm. Those three experiments were conducted complementary on each of the tested samples to gain information about residual stresses at different depths.

Experimental Results
The results of the residual stress measurements and the corresponding released strains are shown in Figs. 2 and 3. In Fig. 2 the results are arranged according to the measurement technique applied. The graphs a and b depict results obtained by the hole drilling method with a 2 mm diameter hole; the graphs c and d show respective data obtained by the hole drilling method with a 4 mm diameter hole; the graphs e and f finally depict results from the ring-core method. The curves in Fig. 2 are designated with the production parameters of the specimen (mould temperature and injection rate) or special treatments (annealed or with aluminium frame). For the purpose of clarity, the released strains are only highlighted by the maximum measured strain from the strain gauge rosette, and only the principal residual stresses are shown. For sample 4 both principal stresses are shown in red in Fig. 2. The samples 1, 2 and 3 almost show rotationally symmetric stress fields; therefore, only one principal stress is depicted in Fig. 2. The small difference between maximum and minimum residual stress is shown in Fig. 3. The maximum principal stress is exactly in the longitudinal direction (cf. Fig. 1). In Fig. 3 results are summarized differently. Graphs a and b highlight residual stress profiles of sample 4, which was moulded in an aluminium frame; graphs c and d depict data for the sample with a mould temperature of 30 °C; graphs e and f show residual stresses of the annealed sample.

Fig. 2b reveals that all samples have a compressive residual stress maximum at a depth of approximately 0.3 mm. This can also be found in Fig. 2d. As expected, the annealed sample shows the lowest amount of residual stress. If not annealed the sample shows a maximum compressive residual stress of about -3.3 MPa. Reducing the mould temperature to 30 °C and increasing the injection rate to 1000 mm/s results in a 40% higher compressive stress of about -4.6 MPa. The sample with the aluminium frame shows the highest absolute value of residual stresses. It reaches compressive stresses of about – 6 MPa and an average tensile stress of about 3 MPa, which are in the transversal and longitudinal direction, respectively (cf. Fig. 1). Similar residual stress profiles with constant tensile stress in the middle of the sample are reported in literature [1]. The result of the ring-core method shown in Fig. 2f seems to be less accurate. This can be attributed to the geometry of the model used in FEA to calculate the calibration coefficients. The sample was actually modelled as a 60 mm diameter disc. Modelling based on a 200 mm diameter disc provides slightly differing coefficients and, thus, affects results especially at the depth of 3.4 mm, where the result was so much diverging that it could not be shown. However, this difference is not sufficient for explaining the divergence at the depth of 2.4 mm, where the absolute value of the residual stress is strongly increasing. As this increase is also seen for the stress free sample, this result doesn’t seem to be reliable. Concerning sample 4, its aluminium frame wasn’t modelled in the simulation. This shouldn’t influence the results obtained by the hole drilling method significantly, as the hole diameter is small, but surely influences the ring-core measurement having a much larger measuring diameter. Consequently, in Fig. 2f the ring-core measurement was only evaluated up to a depth of 2 mm, as from here on errors occurred due to new residual stress equilibrium and the weak adhesion between polycarbonate and aluminium. Still, Fig. 3 shows a good agreement between the measurements made employing the hole drilling method with a 2 mm diameter and 4 mm diameter independent of the condition of the tested sample.
Figure 2: Released strain and measured residual stress applying the hole drilling method with a 2 mm hole (a and b), a 4 mm hole (c and d) and applying the ring-core method (e and f). Due to rotationally symmetric stresses, only one principal stress value is plotted for samples manufactured without the aluminium frame.
Figure 3: Measured maximum and minimum released strain and principal residual stress in polycarbonate samples: samples moulded into an aluminium frame (a and b), with a mould temperature of 30°C (c and d) and post-moulding annealed (e and f)

Conclusion
Residual stress profiles were characterized on polycarbonate by applying the hole drilling and the ring-core methods. The measurements employing the hole drilling method revealed the expected trend of the residual stress profiles. Varying the injection moulding parameters, different maximum
amounts of compressive residual stresses were introduced and measured near the surface. It was also possible to set and determine tensile residual stresses within the whole depth of a sample by moulding into an aluminium frame. The results of the hole drilling method could be obtained with two different hole diameters. The results using the ring-core method were less satisfactory and may be strongly affected by the geometry of the sample, including the aluminium frame. In summary, the results presented prove that reliable residual stress analyses in plastics can be carried out provided that appropriate measurement parameters are applied. Thereby, temperature fluctuations and the visco-elastic material behaviour have to be considered adequately.
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Abstract. In addition to residual stresses sheet metal forming induces characteristic crystallographic texture, hence, the material behavior is anisotropic. In general, the standard evaluation procedures of residual stress analysis techniques are limited to isotropic material states. In the present paper deep drawn steel cups of dual phase steel DP600 are analyzed by using a recently proposed calibration approach for residual stress analysis by means of the incremental hole-drilling method for highly textured material states. It is based on the differential method, which is enhanced with four case specific calibration functions. The multiple case specific calibration functions are determined by means of finite element simulations using the orientation distribution function (ODF) in combination with Hill’s assumption and single crystal elastic constants of iron to calculate the effective elasticity tensor to account for elastic anisotropy. Supplementary, the deep drawing process is simulated using a finite element model based on the Hill48 yield criterion. Finally, the comparison shows that the numerical results are in satisfactory agreement to the experimental data.

Introduction

Standard methods of residual stress measurement techniques are restricted to isotropic material states. However, forming processes like e.g. rolling or deep drawing cause preferred orientations of the grains due to the limited possibilities of gliding. Crystallographic textures oftentimes result in anisotropic material behavior.

The standard approach of X-ray diffraction stress analysis according to the sin²ψ-method [1] is no longer applicable in case of textured material states, since the 2θ-sin²ψ distributions are strongly nonlinear. A remedy is the application of special measurement strategies like e.g. the crystallite group method [2] and stress factors [3], where the texture of the sample must be known a priori. These measurement strategies are elaborate and time-consuming and the knowledge of the stress free lattice parameter D₀ is required. Furthermore, formed components often obtain complex geometries and can be large (e.g. A-/B-/C-pillar, cowl). Shadowing effects can occur due to the complex shape of the sample. Owing to a limited installation space of the X-ray diffractometer the samples have to be cut and stress redistributions must be considered during the residual stress calculation. Since the penetration depth of conventionally generated X-rays is limited to a few microns, layers of the material must be removed by means of e.g. electrochemical polishing to determine residual stress depth distributions.

The incremental hole-drilling method has great potential, since it is versatile and fast compared to X-ray diffraction. Standard stress calculation methods (e.g. integral method [4], differential method [5]) use calibration data, which is based on isotropic material behavior. Significant errors in stress calculation can occur, if conventional calibration data is applied to residual stress analysis on
strongly textured materials [6]. Thus, we proposed a new calibration approach based on the differential method [7]. Four case-specific calibration functions must be determined numerically to account for the anisotropic elastic material properties. The elastic constants of the textured sample must be known beforehand for the calibration. A model assumption considering the interactions of the grain boundaries e.g. Voigt, Reuss, Eshelby/Kröner or Hill [8] can be used to calculate the effective elasticity tensor by means of the orientation distribution function (ODF) and single crystal elastic constants. In the present study residual stress depth distributions are determined at different positions of a deep drawn cylindrical cup made of dual phase steel DP600. They are compared to results obtained from finite element (FE) simulations of the deep drawing process.

**Experimental investigation**

A deep drawn steel cup with a nominal diameter of 100 mm and a drawing ratio of 1.8, which is the relationship between the blank diameter prior to the drawing operation and the punch diameter, was analyzed. Here, a cold rolled dual phase steel sheet DP600 (ferritic-pearlitic microstructure, model sample taken out during the rolling process prior to the final heat treatment) with a thickness of 1 mm was deep drawn with a blank holder force of 180 kN. The deep drawing operation leads to characteristic earing at the edge of the cup caused by the planar anisotropy of the material. Three different measuring locations were defined as can be seen in Fig. 1. A measuring location below an ear (path I) and one below a trough (path II) are located at the half of the maximum cup height. The rolling direction (RD) of the steel sheet corresponds to path II. The third measuring position is located in RD at the radius between cup wall and bottom. Stress components in drawing direction (DD) and tangential direction (TD) were determined. The chemical composition of the dual phase steel is shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>B</th>
<th>Al</th>
<th>Cr</th>
<th>Mo</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.093</td>
<td>0.29</td>
<td>1.663</td>
<td>0.011</td>
<td>&lt;0.001</td>
<td>0.0002</td>
<td>0.042</td>
<td>0.341</td>
<td>0.007</td>
<td>0.047</td>
</tr>
</tbody>
</table>

**Table 1:** Chemical composition of DP600 in weight-%

Fig. 1: Definition of measuring locations ‘ear’, ‘trough’ and ‘radius’ and directions.

X-ray diffraction texture analyses were carried out using a diffractometer of type XRD 3003 PTS from Seifert. A pin hole collimator with a nominal diameter of 1 mm and CoKα radiation was used. Incomplete pole figures for the lattice planes of type {110}, {200}, {211} and {220} were measured using a β-range of 0°..65° and a α-range of -170°..170° each in a step size of 5°. Fig. 2 illustrates the pole figures {100}, {110} and {111}, which were recalculated from the ODF. The rolling direction of the cold rolled steel sheet prior to the deep drawing operation is still visible for the ‘trough’ and ‘radius’ location and points into the drawing direction. In contrast, the maximum intensity in the pole figures at the measuring position below the ear is turned 45° with respect to the drawing direction.
The ODF, Hill’s model assumption [8] and the single crystal elastic constants of iron ($C_{11} = 230$ GPa, $C_{12} = 135$ GPa and $C_{44} = 117$ GPa [9]) were used to determine the elasticity tensor $C_{ijkl}$. The crystallographic texture leads to a Young’s modulus ratio $E_{\text{max}}/E_{\text{min}}$ within the measuring plane of 1.09 in case of the trough and the radius and 1.03 in case of the ear.

Fig. 2: Pole figures of type {100}, {110} and {111} for the three measuring locations ‘ear’, ‘trough’ and ‘radius’.

A hole-drilling device RS200 from Vishay Measurement Group was used for the hole-drilling experiments. TiN coated end mills with a nominal diameter of 0.8 mm were used. Accordingly, strain gage rosettes of type EA-11-031RE-120 from Vishay Measurement Group were applied on the sample. The residual stress depth profiles were calculated using the new calibration approach based on the differential method and multiple case-specific calibration functions considering the elastic anisotropy, which we recently proposed in [7]. The following steps have to be conducted:

(i) Texture measurement and determination of the ODF
(ii) Calculation of the elasticity tensor $C_{ijkl}$
(iii) Determination of four case-specific calibration functions (two FE simulations required)
(iv) Residual stress calculation

Basically, the residual stress components in the two perpendicular directions of the rosette can be determined with this approach. The FE model shown in [7] was used for the determination of the case-specific calibration functions. The elastic anisotropy was considered by means of the elasticity tensor. Additionally, the FE model accounts for the small component’s thickness. An external load was applied to the outside surfaces of the model to induce an in-plane calibration stress. Furthermore, the direction of calibration stress was aligned to the orientation of the elastic constants in drawing
and tangential direction of the cup. Drilling of the hole was realized by a stepwise deletion of the elements. An integral strain relaxation over the strain gage area was calculated for each drilling step.

Complementary, XRD stress analyses by means of the \( \sin^2\psi \)-method were carried out. Due to the limited installation space of the stationary diffractometer the sample must be cut, which causes complex redistributions of the original residual stresses. Furthermore, non-linear \( 2\theta \)-\( \sin^2\psi \) distributions were obtained. Thus, by this means no reliable determination of the residual stress state on the analyzed cup was suitable.

**Finite element simulation of the deep drawing process**

The numerical simulation of the deep drawing process was performed using the finite element software package Abaqus. First, the forming of the cylindrical cup was simulated with an explicit time integration scheme. An elasto-plastic model with isotropic hardening was used to describe the material behavior. The comparison between the punch forces measured during the forming process and predicted by the simulation was used to adjust the flow curve of the material for high strains. In order to account for the plastic anisotropy of the sheet, the Hill48 [10] yield function was applied. The anisotropy parameters were determined to give the best fit to both the Lankford parameters (\( r \)-values) and yield stresses evaluated from tensile tests in three directions (0°, 45° and 90° to rolling direction). Due to the material and specimen symmetry, only one quarter of the blank was modeled. The sheet was meshed with brick elements with reduced integration (C3D8R) using six elements over the sheet thickness. The tools were modeled as analytical rigid bodies and the friction coefficient was set to \( \mu = 0.09 \) for all contact pairs. After the forming step, an elastic springback simulation was performed using the implicit time integration scheme of Abaqus/Standard to obtain the residual stresses in the final component.

**Results and discussion**

Figure 3 shows the numerically determined residual stress distribution for the components in drawing (a) and tangential (b) direction of the deep drawn cup. The measuring locations are marked by black dots. The FE model is appropriate to describe the characteristic earing of the cup. Steep gradients for the stress in drawing direction can be detected on the outside surface of the cup. An area with maximum tensile stresses of more than 1000 MPa is located approx. 15 mm below the trough (marked by a black X). Actually, two belts of high tensile stresses (>500 MPa) along the outer surface can be observed. In contrast, the stress distribution of the component in tangential direction (3b) shows lower lateral gradients. Only at the edges of the cup very high tangential stresses (approx. 1000 MPa) can be detected. Again, an area with high tensile stresses of approx. 500 MPa is located below the trough. A comparison of the numerically and experimentally determined stress depth distributions for the three measuring locations is illustrated in Fig. 4. The hole-drilling experiments were evaluated up to a drilling depth of 0.4 mm. It is worth noting that the wall thickness of the cup is approx. 1 mm. The measurement accuracy of the incremental hole-drilling method is ±25 MPa for standard applications. It is slightly higher in case of textured material states due to the higher experimental effort. In general, a good qualitative and quantitative agreement between the numerical and experimental results was achieved as indicated by the plots in Fig. 4. At the measuring location ’ear’ the residual stresses in drawing and tangential direction are almost identical and constant over depth. The numerically determined residual stress profile in tangential direction is in very good accordance to the experimental result. For the stress component in drawing direction a gap with an average deviation of approx. 67 MPa exist. In case of the measuring location ’trough’ the residual stress in drawing direction is slightly overestimated by the FE model. Whereas, the difference of the stress component in tangential direction is higher (approx. 218 MPa) especially near to the surface. The tensile residual stress distributions at the measuring location ’radius’ are lowest of all measuring positions. The numerical results are conforming with the experimental results with an accuracy better than 60 MPa.
Despite the large lateral residual stress gradients especially for the measuring location ‘trough’ (as indicated by Fig. 3) a good agreement between experiment and FE model could be achieved. Hence, with recourse to the preliminary studies in [6, 7] we can conclude that the new calibration approach should always be applied in case of textured material states regardless of the additional effort. Deviations between experiment and FE model can be explained by (i) the simplifying assumptions in the FE model (no kinematic hardening, lack of data of the flow curve for high strains), (ii) large residual stress gradients near the measuring locations and (iii) high residual stresses with respect to the materials yield strength (i.e. measuring position ‘trough’), which can cause plastic deformations in the vicinity of the drilled hole and thus, an overestimation of the residual stress magnitude.

Conclusion

We demonstrated a reliable residual stress analysis by means of the incremental hole-drilling method on a deep drawn cup with a strong local anisotropy using an evaluation approach based on multiple case-specific calibration functions, which we proposed in [7]. The knowledge of the effective
elasticity tensor $C_{ijkl}$ is required. It can be calculated using the ODF (texture measurement) in combination with single crystal elastic constants of the material and a model assumption of e.g. Hill [8]. The case-specific calibration functions can also account for the component’s thickness. Since the wall thickness of the cup is thinner than the application limit of the incremental hole-drilling method, it is highly recommended to consider the component’s thickness for the provision of the calibration data. The deep drawing operation was simulated using a FE model. Although, we had no experimental data for the yield behavior for large deformations, the numerical results are in satisfactory accordance to the experimental residual stress depth distributions. Finally, it can be concluded that the additional expense of the texture measurement, calculation of $C_{ijkl}$ and determination of four case-specific calibration functions is worth the effort for the application of the incremental hole drilling method for strongly textured material states as in the present case the deep drawn DP600-steel cup.
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Abstract. This paper presents a detailed study on the effect of an industrial blast cleaning process on the fatigue behavior of a grey cast iron with regard to the residual stresses and microstructural changes induced by the process. A comparison was also made to the effect of a machining operation which removed the casting skin layer. The blast cleaning process was found to greatly improve the fatigue resistance in both the low and high cycle regimes with a 75% increase in the fatigue limit. X-ray diffraction measurements and scanning electron microscopic analyses showed that the improvement was mainly attributed to compressive residual stresses in a surface layer up to 800 µm in thickness in the blast cleaned specimens. The machining also gave better fatigue performance with a 30% increase in the fatigue limit, which was ascribed to the removal of the weaker casting skin layer.

Introduction

Blast cleaning is a standard industrial process used in foundries to remove mould residues and oxide scales from the surface of castings. During the process, accelerated hard particles/shots impinge on the cast surface. The impact not only gives the desired cleaning effect but also induces surface plastic deformation and residual stresses, see for example [1], in the same way as the widely used shot peening process for surface strengthening of metallic components. However, being a cleaning process, a high blasting force is often used and little attention is paid to the control of process parameters such as blasting intensity and coverage.

The fatigue behaviour of structural components is sensitive to their surface condition. A blast cleaning process that significantly alters the surface integrity is important for the performance of cast irons subjected to cyclic loading. However, published research work on fatigue of cast irons with casting skin after clean blasting or shot peening are very limited, see however [2-4]. Benefits of blasting [2] or gentle shot peening [3] to the bending fatigue resistance of as-cast compacted graphite irons were reported. In [4] a gentle shot peening was also found to increase the bending fatigue limit of an as-cast grey iron. More publications on machined cast irons can be found, which show that the effect of shot peening varies with the peening parameters and materials. In general, the bending fatigue resistance of machined cast irons can be improved to certain degrees by shot peening, see for example [5] on grey cast iron, [3] on compacted graphite iron, [5,6]on ductile iron and [7] on austempered cast iron. On the other hand, shot peening using high peening intensity may not be beneficial; it was observed in [8] to lower the axial fatigue strength of a machined grey cast iron and in [6] to have no effect on the bending fatigue life of a machined ductile iron. The current work investigated the effect of an industrial clean blasting process on the bending fatigue behaviour of an as-cast grey cast iron. Comparison with machining that removed the casting skin was also made. Four point bending fatigue testing was performed and the results were analysed with regard to
residual stresses measured by X-Ray diffraction and microstructural changes studied using a scanning electron microscope.

**Experimental Details**

The material used in the study is a grey iron grade VIG290/205 equivalent to Mo-Cr-Cu alloyed SS-EN-1561-GJL 300. Smooth specimens (Fig. 1) for bending fatigue test were manufactured from cast plates in three different conditions: as-cast, machined and as-blast cleaned. For the as-cast condition, the casting surfaces were gently cleaned using a steel brush. For the blast cleaned condition, a typical process used for in-house cleaning components of heavy duty diesel engines was employed. Steel shots of S390 were used and the blast intensity measured on Almen strips placed in the centre location of the cast plates was averaged to 0.18 mmC. For the machined condition, the casting skin was removed by milling, leaving a surface with Ra 3.2 µm in roughness.

Four-point bending fatigue testing was performed in a MTS hydraulic load frame with a stress ratio of 0.1 and frequency of 25 Hz. Residual stresses were determined on the Ferrite-211 planes using the standard sin^2ψ method with Cr-Kα radiation and 9 ψ-angles ranging from -55° to +55°. The X-ray elastic constant for stress calculation is 5.81·10^-6 MPa^-1. Layer removal by electrolytic polishing was combined for measuring residual stresses below the surface. Microstructural analyses on longitudinal cross-sections were carried out in a Field Emission Scanning Electron Microscope.

**Results and Discussion**

**SEM and XRD analyses.** As indicated in Fig. 2a, a casting skin, typically 300 µm thick, was observed in as-cast specimens. The casting skin contained an outer scale of iron and silicon oxides and a subsurface layer of pearlite with flaky inclusions. EDS analysis revealed that the flaky inclusions were essentially lamellar graphite with Si oxides in the edges. Polygonal grains of mainly ferritic phase were also observed in the casting skin layer (Fig. 2b). The microstructure below the casting skin, as shown in Fig. 2a, consisted of a matrix of essential pearlite and type A graphite.

Impact of the blasting shots removed the outer oxide scale (Fig. 3a) and also induced heavy plastic deformation in a surface layer (Fig. 3b and c). Protrusions formed at the surface in association with reorientation of flaky inclusions (Fig. 3b). However, a comparison of Fig. 3a with Fig. 2a indicated
similar surface roughness for the as-cast surface and blast cleaned surface. Closer examination of the surface layer under high magnifications dislocated the formation of massive micro cracks in embedded oxides, which did not seem to propagate into the surrounding matrix, as shown in Fig. 3c. This is in contrast to one of our previous studies where microcracks were common in machined specimens of the same material after shot peening using 0.16 mmC intensity [8]. That the casting skin layer better withstood the impact load could be attributed to a damping effect of the oxide scale and better ductility of the casting skin layer containing polygonal ferrite-grains.

Hardness measured in the matrix of the casting skin layer was plotted in Fig. 4a for both the as-cast and blast cleaned specimens. Due to the inhomogeneous microstructure, the hardness values were scattered. Nevertheless, hardness values in the casting skin were in general lower that the averaged bulk hardness plotted at 750 μm depth (they were actually measured at and beyond 600 μm depth) due to the partial pearlitic microstructure with ferrite grains. Strain hardening from the blast cleaning process was obvious; increased hardness was observed in a surface layer of about 300 μm after blast cleaning.

Residual stress profiles from the XRD measurements are presented in Fig. 4b-d together with corresponding diffraction peak width measured in FWHM (Full Width at Half Maximum intensity). Very low thermal stresses from the casting process were found (Fig. 4b). Somewhat lower FWHM in the surface layer was also observed, which could be explained by the presence of polygonal ferrite grains. Such grains are expected to show a smaller diffraction peak width that the thin ferritic lamellar in a pearlite. The blast cleaning induced compressive residual stresses to a large depth, about 800 μm, as shown in Fig. 4c, and the FWHM profile indicated the penetration of plastic deformation to at least 500 μm below surface. At the surface the longitudinal stress was similar to the transverse stress, about -300 MPa, but at the subsurface the peak longitudinal stress, -420 MPa was in lower magnitude than the peak transverse stress, -500 MPa. The much larger affected depth than normal shot peening was ascribed to the high blasting intensity and the large media size. Actually, a comparable affected depth was reported in [9] for heavy peening of machined specimens of the same material using 0.16 mmC peening intensity and an ever larger depth was reported in [6] for peening of a machined nodular cast iron using ~0.2 mmC peening intensity. The machining employed in this
study was shown to induce also compressive residual stresses, which, however, only extended to a very shallow depth, about 120 μm, see Fig. 4d.

Fig. 4 (a) Hardness profile in as-cast (AC) and as blasted (AB) specimen. (b), (c) and (d) are residual stresses measured along the longitudinal (L) and transverse (T) direction in as-cast (b), as blasted (c), as machined (d) specimens, respectively.

Figure 5. S-N curves for as-cast (AC), as-clean blasted (AB) and as-machined (AM). Filled symbols: failed, open symbols: runout.

Fatigue tests. Results from the bending fatigue tests are presented in Fig. 5 as S-N curves and the derived fatigue limits are given in Table 1. It can be seen that the blast cleaned specimens outperformed the as-cast specimens with better fatigue resistance in both the low cycle fatigue and high cycle fatigue regimes. The fatigue limit was increased by almost 75%, from 73.8±5.7 MPa for
the as-cast to 129.1±3.9 MPa after blast cleaning. The machining also shifted the whole S-N curve upwards, though the improvement was not as significant as the blast cleaning operation: the fatigue limit was 96.4±6.4 MPa, giving a 30% increase.

Table 1 Fatigue limit with standard deviation derived from the data in Fig. 5 by Dixon method

<table>
<thead>
<tr>
<th>Specimens</th>
<th>As-cast</th>
<th>Blasted</th>
<th>Machined</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fatigue limit in MPa</td>
<td>73.8±5.7</td>
<td>129.1±3.9</td>
<td>96.4±6.4</td>
</tr>
<tr>
<td>Change in %</td>
<td>-</td>
<td>74.8</td>
<td>30.6</td>
</tr>
</tbody>
</table>

Efforts to locate fatigue initiation points on the fracture surfaces gave no results due to its coarse surface topography. Therefore the analysis below on fatigue crack initiation was based on examination of longitudinal cross-sections of fatigued specimens. For the as-cast specimens, secondary fatigue cracks were observed to form in the surface oxide scale, see e.g. Fig. 6(a) or below the oxide scale, which then propagated inwards along flaky inclusions into the matrix. For the blasted specimens, microcracks (Fig. 6b) were observed to grow from graphite often in the regions 600 μm to 900 μm below the surface but very few microcracks could be found in the casting skin layer. This indicated that the compressive residual stresses effectively suppressed fatigue crack initiation in the casting skin. The fatigue damage and growth process started instead deeper in the specimens where low compressive or even tensile stresses prevailed (Fig. 4c). Outward growth of the cracks towards the surface was also retarded by the compressive residual stresses. As a result, a better fatigue resistance was obtained. Strain hardening could also have contributed to the improvement, the effect was however considered to be minor, as the depth with obvious hardness improvement was much smaller than the depth of compressive stresses (Fig. 4a).

High intensity shot peening applied on machined cast irons were found to be non-beneficial or even to give negative effect on fatigue performance due to increased surface roughness and other damages such as microcracks in subsurface [8,10]. Although the blast cleaning process employed here had similar intensity as the shot peening for machined specimens of the same cast iron in [8], due to the ductile casting skin no obvious damage to the surface layer was induced. This could have ensured the benefit of surface enhancement from the blasting.

For the machined specimens, near surface secondary fatigue cracks were observed in association with graphite inclusions, see Fig. 6c. Compressive residual stresses from the machining dropped sharply to very low values within a distance of 40 μm from the surface (Fig. 4d) and did not seem to prevent surface/near surface crack initiation from graphite inclusions. However, as the weak casting skin was removed, the surface layer exposed to high applied stresses had better strength, which was
considered to be the main reason for the observed improvement in fatigue resistance. Machining also improved the surface roughness, however, due to the notch effect of graphite inclusion in grey cast irons, such effect may not be obvious.

Summary

Four-point bending fatigue tests were performed on a grey cast iron in three different surface conditions: as-cast with casting skin, blast-cleaned and machined (milling). The main results are summarised below:

The blast cleaning process investigated in this study was found to greatly improve the fatigue performance of as-cast specimens in both the low and high fatigue life regimes, with an increase of 75% in the fatigue limit. The improvement was attributed to that the blasting induced compressive residual stresses to a depth of 800 µm and obvious hardening to a depth of more than 300 µm but at the same time resulted in little damage in the form of increased surface roughness or microcracking.

The machined specimens showed better fatigue performance than the as-cast specimens, which was mainly due to the removal of the soft casting skin with a brittle outer oxide scale prone to fatigue crack initiation. The fatigue limit was increased by 30%.

The current work shows that in spite of the high peening intensity blast cleaning processes may effectively increase the fatigue properties of as-cast irons with casting skins.
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\textbf{Abstract.} The behaviour of a crack in the centre of a plate subject to a far-field stress has been studied where the plate contains an initial residual stress. Elastic and elastic-plastic conditions have been considered. For elastic conditions a series of analyses based on stress intensity factor solutions have been developed to calculate the state of opening and the stress intensity factor for cracks of different lengths relative to the size of the residual stress field and different magnitudes of applied stress relative to the magnitude of the residual stress. For elastic-plastic conditions a strip yield model has been used to develop a similar set of analyses. The results of these analyses compare closely with those of finite element modelling.

\textbf{Introduction}

In an engineering component containing a crack, residual stresses interact with stresses generated by applied loading in a complex manner. Typically, numerical techniques are required to predict the likelihood of fracture, providing results that are particular to the set of conditions considered. The work we describe here represents an attempt to understand the generic behaviour of the crack for a straightforward geometry, loading and residual stress distribution that we hope will provide insight into the results of more involved analyses.

Terada [1] provided an early analysis of the effect of residual stress on a crack. He proposed a residual stress distribution to represent a butt weld between two plates and then developed a method to evaluate the stress intensity factor assuming elastic behaviour. Chell and Ewing [2] discussed the effect of plasticity on fracture when residual stresses exist while Labeas and Diamantakos [3] used finite element analysis to explore the stress intensity factor for a crack of varying length embedded in a residual stress field.

In this paper we investigate the behaviour of a crack in an infinite two dimensional plate with an initial residual stress distribution under superimposed uniaxial tension. First we describe our method for generating a residual stress distribution using a stress function. Next we use existing stress intensity solutions to explore the linear elastic behaviour of the crack as the length of the crack is altered and the magnitude of the applied stress is increased. We then use the strip yield model to investigate the elastic-plastic behaviour of the crack with increasing applied stress, for one size of the crack.

\textbf{Residual Stress}

For the analytical work we a residual stress distribution chosen as representative of the residual stresses produced by a butt weld in a plate, as shown in Fig. 1.
Our analytical results will be compared with those of finite element modelling using ABAQUS 6.11, for which a residual stress distribution in equilibrium must be generated. This is achieved by defining the stress function

$$\phi = -\sigma_{RS}R^2 \exp \left[ -\frac{x^2}{2R^2} - \frac{y^2}{2R^2} \right]$$

(1)

where $R$ characterises the size of the residual stress distribution and will be of the order of half the width of the weld in Fig. 1. Stress components are calculated from the stress function by

$$\sigma_{xx} = \frac{\partial^2 \phi}{\partial y^2}, \sigma_{yy} = \frac{\partial^2 \phi}{\partial x^2}, \sigma_{xy} = \frac{\partial^2 \phi}{\partial x \partial y}$$

(2)

For $y = 0$, this gives the same distribution for $\sigma_{yy}$ as proposed by Terada [1]:

$$\sigma_{yy} = \sigma_{RS} \left[ 1 - \frac{x^2}{R^2} \right] \exp \left[ -\frac{x^2}{2R^2} \right]$$

(3)

These stress components were used to input an initial stress distribution using the SIGINI routine. The graph of Fig. 2 plots the normalised stresses $\sigma_{xx}$ and $\sigma_{yy}$ versus $x$ for $y = 0$.

**Elastic behaviour**

In this section the elastic behaviour is studied for a crack in a residual stress field subjected to additional uniaxial applied load in the $y$ direction as defined in Fig. 1. Depending on the length of the crack, the level of applied load and the magnitude of the residual stresses the crack may be closed, partially open or fully open.

Fig. 3(a) shows the behaviour of the crack for positive $\sigma_{RS}$, that is when the residual stress is tensile at the centre. The half-length of the crack $c$ is normalised with respect to the size of the tensile region of the residual stress field $R$ and the applied stress $\sigma_{App}$ is normalised with respect to $\sigma_{RS}$. 

For all sizes of crack, the crack is always closed if the applied stress is compressive and greater in magnitude than the value of the residual stress at $x = 0$. As the magnitude of the compressive applied stress is reduced, the crack opens first at $x = 0$ when the sum of the applied and residual stresses equal zero. The boundary between the fully closed and partially open regions of crack behaviour, the line $AB$, is given by $\sigma_{\text{APP}} = -\sigma_{\text{RS}}$.

Once the crack is partially open, increasing the magnitude of the applied stress will eventually cause the crack to open completely. The magnitude of applied stress to open the crack fully depends on the length of the crack. For crack half-lengths less than $\sqrt{5}R$ the boundary between the fully open and partially open regions is the line $AC$. This line is given by the condition that the sum of the stress intensity factor at the tip due to the applied stress $K_{\text{APP}}$ and the stress intensity factor due to the residual stress $K_{\text{RS}}$ is equal to zero.

For crack half-lengths greater than $\sqrt{5}R$, if the applied stress is high enough that the crack is fully open and the applied stress is then reduced the crack closes first at some point along the crack surface. The position of this point depends on the crack length and is calculated by integration of the expression for crack opening due to pairs of splitting forces applied to the crack surface [4]. The boundary between the fully open and partially open regions is the line $CD$. For crack half-lengths greater than $\sqrt{5}R$ a small regime of crack behaviour exists as shown in Fig. 3(a) where the crack is partially open: open at the tips and in the centre but closed between these points. This regime is bounded by the two lines $CD$ and $CE$.

The behaviour of the crack for negative $\sigma_{\text{RS}}$, that is when the residual stress is compressive at the centre, is shown in Fig. 3(b). The crack is now fully closed provided the applied load is less than a certain value that depends on the crack length. When the crack half-length is less than $\sqrt{5}R$ the crack opens first at the tip. Points on the line $AC$ are given by the condition that the sum of the residual

### Fig. 3 Elastic crack behaviour map for (a) tensile residual stress and (b) compressive residual stress.
stress and the applied stress equals zero at the crack tip. For crack half-lengths greater than $\sqrt{3}R$, the crack becomes open at the tip when the stress intensity at the tip, $x = c$, is zero. Points on the line $CD$ are given by simultaneous solution of the equations

\[
\begin{align*}
K_{\text{APP}}^a + K_{\text{RS}}^a &= 0 \\
K_{\text{APP}}^c + K_{\text{RS}}^c &= 0
\end{align*}
\]

(4)

$K_{\text{APP}}^a$ and $K_{\text{APP}}^c$ are the stress intensity factors for twin cracks with crack tips located at $x = \pm a$ and $x = \pm c$ due to a uniform applied stress [4].

For all sizes of crack, the crack is always fully open provided the applied stress is high enough. If the crack is fully open and the applied stress is then reduced the crack closes first at the centre. The applied stress at which closure occurs depends on the length of the crack. The boundary between the fully open and partially open regions is the line $AB$. This line is given by the condition that the sum of the opening at the centre of the crack due to applied stress $\delta_{\text{APP}}$ and the opening due to the residual stress $\delta_{\text{RS}}$ is equal to zero.

In addition to the behaviour of the crack for different applied stresses, stress intensity factors may also be calculated. For example, Fig. 4 shows the stress intensity for a crack of half-length $c = R$ versus the applied stress for three cases: no residual stress, tensile and compressive residual stress. For the residual stress cases, these results correspond to the vertical dashed line in Fig. 3(a) and (b) with $c/R = 1$.

Fig. 4 Elastic normalised stress intensity factor $K/|\sigma_{\text{RS}}|\sqrt{\pi c}$ versus normalised applied stress $\sigma_{\text{APP}}/|\sigma_{\text{RS}}|$ for zero, tensile and compressive residual stress.

The finite element results shown in Fig. 4 for comparison were evaluated using the ABAQUS 6.11 finite element system. Calculations of stress intensity factors used the JEDI code [5].

**Elastic-plastic behaviour**

We now use the strip yield model of Dugdale [6] and Barenblatt [7] to examine the elastic-plastic behaviour of a crack in a residual stress field. We will not present revised crack behaviour maps since in general these maps are similar to the maps for elastic behaviour of Fig. 3. Instead we choose one crack length defined by $c = R$ and study the behaviour of the crack as the applied load is increased from an initial state where the crack is fully closed.
Whne the applied load is sufficiently high that the crack opens at the tip, a yielded zone of length \( \rho \) forms ahead of the tip. The size of this yielded zone is calculated using the condition that the total stress intensity factor for an extended crack of half-length \( c + \rho \) is zero. When residual stresses act in addition to the applied stress, the total stress intensity factor \( K_{TOT} \) is calculated as the sum of the stress intensity factors due to the applies stress \( K_{APP} \), the residual stress \( K_{RS} \) and stresses applied to the crack tip to represent the yield zone \( K_{Y} \). Therefore

\[
K_{TOT} = K_{APP} + K_{RS} + K_{Y} = 0
\]  

(5)

Solution of Eq. (5) gives the size of the plastic zone \( \rho \). The effective stress intensity factor is evaluated using the technique of Burdekin and Stone [8], which requires the crack opening displacement to be calculated at \( x = c \). The total crack opening displacement \( \delta_{TOT} \) is evaluated as the sum of the crack opening due to the applied stress \( \delta_{APP} \), the residual stress \( \delta_{RS} \) and the stresses in the yielded zone \( \delta_{Y} \). That is

\[
\delta_{TOT} = \delta_{APP} + \delta_{RS} + \delta_{Y}
\]  

(6)

Finally the effective stress intensity factor is obtained by

\[
K_{EFF} = \sqrt{E'\sigma_{Y} \delta_{TOT}}
\]  

(7)

Fig. 5 compares the results of the strip yield model for tensile residual stress and compressive residual stress, where the magnitude of the residual stress is equal to the yield stress, that is \( \sigma_{Y}/|\sigma_{RS}| = 1 \). Fig. 5 also shows the results for the standard strip yield model, the case with no residual stress. The figure also shows two dimensional plane stress finite element results obtained for \( K_{EFF} \) using the calculation

\[
K_{EFF} = \sqrt{E'J}
\]  

(8)

where \( J \) is the value of the \( J \)-integral evaluated using the JEDI procedure [5]. Very good agreement is obtained even for applied stresses approaching the yield stress where large plastic zones develop and small scale yielding conditions certainly do not exist.

Fig. 5 Elastic-plastic normalised effective stress intensity factor \( K_{EFF} / |\sigma_{RS}|\sqrt{\pi c} \) versus normalised applied stress \( \sigma_{APP} / |\sigma_{RS}| \) for zero, tensile and compressive residual stress.
Conclusions
Analytical and finite element methods have been used to map the elastic behaviour of a crack in a residual stress field. Depending on the length of the crack and the magnitude of the superimposed applied stress the crack may be fully open, partially open and open at the tip, partially open but closed at the tip or fully closed. Of course, a non-zero stress intensity factor only develops when the crack is open at the tip.

Effective stress intensity factors for an elastic-perfectly plastic crack in a residual stress field under plane stress conditions have been calculated using strip yield and finite element methods with good agreement, even for high levels of applied stress approaching the yield stress. The crack opening behaviour is similar to that for an elastic crack.

The results that have been presented were based on the distribution of residual stress of Eq. (3). Different distributions will give different results, but not markedly different since the calculations depend on a weighted average of the distribution.
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Abstract. Today’s efforts for lightweight design result in a growing application of high-strength structural steels from 960 MPa. In welded structures of these steels increased demands regarding component safety and a high elastic ratio should be considered. Hence, the prevention of an evolution of high weld-induced tensile residual stresses is required. Recent studies showed that component related restraint conditions of welds are able to elevate welding induced stresses to critical values, depending on material characteristics, the welding process and parameters. This work involves multi-axial welding loads as a consequence of the superposition of local residual stresses, global reaction stresses and moments, varying the welding parameters under different restraint conditions. The global welding loads are measured via GMA-weld tests in a special testing facility and via a DIC(Digital Image Correlation)-system in a slot weld. Local transverse residual stresses were analysed by means of X-ray diffraction. The application of a less amount of weld runs due to a modified welding parameters and welds seam configurations revealed as a beneficial approach to reduce welding loads in high-strength steels.

Introduction

In modern steel constructions, e.g. mobile cranes, high-strength steels are required to ensure low self-weights. Besides higher ratios of lifting capacity to total weight of such constructions, higher energy and cost efficiencies are provided [1]. A series of high-strength base materials and filler metals was developed by the steel producers, recently. S960QL is one of the most important steel grades for the mobile crane industry. However, the design of welded structures and the welding process become more challenging with increasing material strength due to higher requirements for the component safety, higher elastic ratios and closer technological boundaries [2], for instance the cooling time from 800 °C to 500 °C (Δt8/5-cooling time). Besides ensuring metallurgical requirements by keeping a defined working range of heat control, high tensile residual stresses should be avoided. These stresses are contributors for crack initiation and may be detrimental for the lifetime, load capacity and component safety [3].

Several recent numerical and experimental studies revealed that loads and stresses due to welding are affected by an interaction of the welding parameters, the applied materials and the restraint, which is subjected to the design of the weld [4–8]. Regarding the influence of a hindered shrinkage of a weldment, the residual stress (σrs) formation should be differentiated into a local and a global scope. Following Fig. 1a, local restraint stresses σloc develop due to inhomogeneous volume changes in the weld and HAZ. They are subjected to the material behaviour and welding process. If the weld is externally restrained, these local stresses are superimposed globally by normal reaction stresses σy due to the hindered lateral shrinkage Δl of the component; see Fig. 1b. As a rule, component related restraints are accompanied by a restrained angular distortion Δβ, which causes bending moments Mx while welding and cooling. Considering a multi-axial load analysis of welded components, the resulting bending stress σMx should be additionally superimposed; see Fig. 1c. Existing analyses involved the interaction between heat control and stress build-up in welds under global restraint. Lower working temperatures (preheat and interpass temperature Tp/i) and

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials Research Forum LLC.
heat inputs significantly decrease the resulting reaction forces [4]. The modification of process parameters at modern power sources enables the weldability of narrow weld seams considering the seam configuration [9].

Fig. 1. Welding load and stress analyses considering restraints according to [4].

A reduced overall heat input and amount of filler metal for the same weld is possible, which may provide beneficial effects regarding distortion and residual stresses. However, an advanced understanding for stress prediction and optimization in high-strength steel component welds considering multiaxial loads is missing. Hence, this research focusses on the influence of the weld seam configuration and welding process parameters on the global reaction forces and bending moments in welded components.

Experimental

Test Material. Plates with a thickness of 20 mm of high-strength quenched and tempered fine grained structural steel S960QL were welded with a similar high-strength solid wire according to ISO 16834-A [10]. The chemical composition and mechanical properties are given in Table 1.

Table 1. Chemical compositions (FES, Fe balanced) and mechanical properties of the test materials.

<table>
<thead>
<tr>
<th>Element in %</th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>Cr</th>
<th>Mo</th>
<th>Ni</th>
<th>V</th>
<th>Nb</th>
<th>Ti</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base material (S960QL, EN 10025-6 [11])</td>
<td>0.16</td>
<td>0.32</td>
<td>1.24</td>
<td>0.20</td>
<td>0.61</td>
<td>0.05</td>
<td>0.040</td>
<td>0.015</td>
<td>0.003</td>
</tr>
<tr>
<td>Filler material (G 89 6 M21 Mn4Ni2CrMo [10])</td>
<td>0.08</td>
<td>0.87</td>
<td>1.84</td>
<td>0.35</td>
<td>2.23</td>
<td>0.005</td>
<td>-</td>
<td>0.070</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Chemical compositions (FES, Fe balanced) and mechanical properties of the test materials.

<table>
<thead>
<tr>
<th>Property</th>
<th>$R_{p0.2}$ in MPa</th>
<th>$R_m$ in MPa</th>
<th>$A_5$ in %</th>
<th>$A_v$ in J at $-40 , ^\circ C$</th>
<th>HV10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base material (mechanical testing)</td>
<td>1035</td>
<td>1050</td>
<td>17</td>
<td>96</td>
<td>332±8</td>
</tr>
<tr>
<td>Filler material (producer testing report)</td>
<td>938</td>
<td>980</td>
<td>15</td>
<td>62</td>
<td>354±7</td>
</tr>
</tbody>
</table>

Table 2. Welding parameters and variation of seam configuration and restraint condition.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>V groove, 45°</td>
<td>265 ± 10</td>
<td>26.5 ± 0.1</td>
<td>330</td>
<td>8.7</td>
<td>Conv.</td>
<td>100</td>
<td>1.3</td>
</tr>
<tr>
<td>V groove, 30°</td>
<td>320 ± 10</td>
<td>28.7 ± 0.1</td>
<td>400 to 420</td>
<td>11</td>
<td>Mod.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Test no. 1 2 3 4 5 6

<table>
<thead>
<tr>
<th>Groove angle $\alpha$ [°]</th>
<th>Conv.</th>
<th>Mod.</th>
<th>Conv.</th>
<th>Mod.</th>
<th>Conv.</th>
<th>Mod.</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>30</td>
<td>45</td>
<td>30</td>
<td>45</td>
<td>30</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Welding parameters Restraint intensity $R_{fy}$ [kN/(mm·mm)]</th>
<th>0 $^a$</th>
<th>0 $^a$</th>
<th>3 $^b$</th>
<th>3 $^b$</th>
<th>10 $^c$</th>
<th>10 $^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Free shrinking weld test, $^a$ Restrained weld test in the 2-MN-testing facility, $^c$ Self restrained weld test (slot weld).</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Welding Parameters. All welds were performed with automated GMA multilayer welding. The welding parameters are shown in Table 2. The welding parameters and seam preparation by means of groove angle were varied. The 45° V-butt joints were welded with the conventional and the 30° groove angles with the modified welding parameters. Considering technological and mechanical requirements of the welds, cooling times were measured for the applied heat control ($\Delta t_{8/5} = 6 \, s$ to $8 \, s$). $\Delta t_{8/5}$-times and tested properties of the welds are according to the specifications.

Weld Tests and Dimensions. For a variation of the restraint conditions, free shrinking, externally restrained and self-restrained weld tests were performed; see Fig. 2 for dimensions and build-up sequence. The external restraint in weld tests no. 3 and 4 was conducted using a special in-house developed 2-MN-
In this test setup, a shrinkage restraint and synchronous measurement of forces and stresses of the weld were achieved; see Fig. 2b and 3b.

The self-restraint in weld tests no. 5 and 6 was achieved by a 200 mm long slot in squared plate; see Fig. 2c and 3a. For a quantification of different restraint conditions, the restraint intensity in weld transverse direction \( R_{Fy} \) was introduced by Satoh [12]. It is the components stiffness towards the weld seam related to the seam length. For simple butt joints it can be estimated according to [12]. The values, given in Tab. 2, were experimentally and analytically determined for each setup. They are in good agreement with typical values for mobile crane components [4].

Measurements. Type-K thermocouples were attached 10 mm adjacent to the weld to monitor the working temperature. The \( \Delta t_{8/5} \)-cooling times were determined at the weld surface using a two colour pyrometer (measuring range: 350 °C to 1300 °C). At the testing facility, reaction forces were measured using load cells at each piston rod of the 3d-hydraulic cylinder system; see Fig. 2b and 3b. In the slot welds, strain fields near the weld seam were measured using a DIC-system while welding and cooling; see Fig. 3a. In the welds, local transverse residual stresses were determined via X-ray diffraction using the \( \sin^2 \psi \)-method on the top surface after cooling to ambient temperature.

Results

Global Reaction Stresses. Fig. 4a shows the reaction force \( F_y(t) \), temperature \( T(t) \) and bending moment \( M_x(t) \) for test no. 3 in the 2-MN-testing facility, cp. Table 4. Preheating of the tack welded specimen initiates compressive forces. Hence, at the beginning of the root weld, the reaction force is \( F_y = -40 \, \text{kN} \). The bending moment remains more or less zero. While root welding, the already solidified inserted weld metal generates transversal shrinking forces and a rising of the bending moment. Both increase further to a
The first maximum of $F_y = 110 \text{kN}$ and $M_x = 0.8 \text{kNm}$ during cooling to $T_i = 100 \, ^\circ \text{C}$. A reduction of force and moment is obvious while welding of the second layer due to a local heat input combined with stress relief. Subsequent cooling to $T_i$ leads to a new continuous increasing of the reaction force and bending moment, the next weld run to a force and moment reduction. This evolution of the forces and moments was detected for every weld sequence. The amplitude of the reaction force increases with every weld run as a result of the welding heat input. The amplitude of the bending moment decreases and the mean level increases slightly with each weld run due to the increasing height of the weld. However, cooling of weld run four shows an increased moment build-up with a maximum of over $M_x = 1 \text{kNm}$. This is caused by the welding of the first layer above the neutral axis of the specimen in combination with an asymmetric insertion. Weld run five almost relieves this high bending moment. Subsequent cooling to ambient temperature after completion of the weld leads to a bending moment build-up of $M_x = 0.95 \text{kNm}$ and to a maximum reaction force of $F_{y,\text{end}} = 404 \text{kN}$. In Fig. 4b, the bending moments of the weld tests no. 3 and 4 are shown. Exceeding the neutral axis while root welding, a more symmetrical insertion of the weld metal and the reduced weld seam volume lead to reduced bending moments for the modified weld [13]. During welding, reduced amplitudes of the bending moment and after cooling to ambient temperature only $M_x = 0.1 \text{kNm}$ occur. Fig. 4c presents a comparison of the reaction stress build-up $\sigma_y(t)$ of both welding processes of test no. 3 and 4. $\sigma_y(t)$ was determined using $F_y(t)$ and the actual load bearing layer height $H_{\text{layer}}(t)$. As the two graphs exhibit the same tendency, a reduction of total welding time by 40% using the modified welding process is obvious. Further quantitative differences reveal in a decreased stress level and 10% lower end reaction stresses $\sigma_{y,\text{end}}$ after cooling to ambient temperature in the modified weld. This is caused by a reduced amount of necessary weld runs and the lower overall heat input due to the decreased weld seam volume.

**Fig. 4.** a) Reaction force $F_y(t)$, temperature $T(t)$ and bending moment $M_x(t)$ for weld test no. 3; comparison of bending moments (b) and reaction stresses (c) for two different weld parameters at the 2-MN-testing facility.

**Fig. 5.** Strains at the measured area of self-restrained specimens (test no. 5 and 6): a) average strains $\varepsilon_{y,\text{avg}}(t)$ 10 mm adjacent to the weld edge while preheating, welding and cooling for the different weld processes; Strain fields $\epsilon_y(x,y)$ after cooling to ambient temperature for the modified (b) and the conventional weld (c).

**Global strain fields.** Fig. 5a shows the $\epsilon_{y,\text{avg}}(t)$-graphs measured with the DIC-system 10 mm adjacent to the weld edge of both weld processes at the slot welds. A decreased strain build-up while welding is revealed for the modified weld. As the graphs are qualitatively equal, the three additionally needed weld runs cause an increased expansion of about $\Delta \varepsilon_y = 0.02 \%$ at the top of the specimen towards the weld seam,
which cannot be compensated during temperature equalization. Hence, the global strain field $\varepsilon_y(x,y)$ after subsequent cooling to ambient temperature of the modified weld (Fig. 5b) shows significantly reduced values compared to the conventional weld (Fig. 5c).

**Local Residual Stresses.** Fig. 6a and b show transversal residual stress distributions measured at three different restraint conditions across the weld ($x = 0$ mm). The graphs exhibit typical residual stress distributions for steels with an undergoing phase transformation and a broader stress profile for the conventional welds [8]. At the weld metal of the modified welds, higher tensile residual stresses of the amount of 60 % of $R_{p0.2}$ of the weld metal are obvious, which are due to a deeper weld penetration and almost independent of the restraint condition. However, the maximum tensile residual stresses of the conventional welds ($\Delta \sigma_{y,WM}$) rises with increasing restraint intensity up to 70 % of $R_{p0.2}$. In the area remote to the weld, residual stresses of the restrained welds are increased due to reaction stresses ($\Delta \sigma_{y,BM}$), which is also pronounced for the conventional welds; see also Fig. 4. Note that, the base material surface was blast cleaned and reveals residual stresses of about -160 MPa. Since almost no bending moments occur in the modified welds, the bending stresses at the HAZ are similar.

**Summary**

The present work shows the effect of the seam configuration due to a modified welding process on welding loads and stresses in butt-joints of high-strength steel components. 20 mm thick plates were multilayer-GMA-welded under different defined restraint conditions. The groove angle of the joints was varied between 30° and 45° with adapted welding parameters. Occurring reaction stresses, moments and strain fields close to the seam of the restrained welds were observed in-situ while welding and cooling. Local transverse residual stresses were analysed by means of X-ray diffraction at all welds. From this work, the following conclusions can be drawn:

- While welding, decreased reaction stress amplitudes and a 10 % lower end reaction stress were found for the modified weld with a reduced weld seam volume.
- In highly self-restrained specimens, the smaller groove angle leads to decreased strains adjacent to the weld by approx. 70 %.
- A high effect was found for the bending moment in specimens welded under high bending restraints due to the 2-MN-testing facility. The additional consideration of resulting bending stresses reveals over 80 % higher total reaction stresses at the top of the conventional welds.
The local analyses of stress superposition at the weld area surface mainly reveals a higher effect of the restraint condition on the local residual stresses in the conventional welds, especially elevated tensile residual stresses in the critical HAZ due to increased bending stresses.

- Based on recent studies [4,6,7] this work involves a multi-axial analysis of welding stresses regarding local restraint stresses, global normal reaction stresses and bending stresses as a consequence of a lateral and angular restraint. All measurement methods are in good agreement.

- The present study accomplishes a first quantification of the beneficial effects of reduced groove angles due to modified processes for component related welds of high-strength steel S960QL.
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Abstract. Residual stress is an unavoidable problem which occurs during any manufacturing process or during repair when it is unwanted or uncontrolled, and becomes a limitation to the service life of a component. Welding is one of the common repair methods used on gas turbine engine components that develops high residual stress, and uncontrolled residual stress may appear in several manufacturing processes which involves uneven distribution of heat, mainly in a localised manner (i.e. at the cutting/welding tip/zone). This study is mainly focused on the estimation of the surface residual stress after welding on aerospace material; here X-Ray diffraction (XRD) is used for analysis since it is an accurate NDT method used for measuring residual stress. X-ray diffraction is made a semi-destructive method by removing material using electropolishing to micron level for analysis of sub-surface stresses, as X-ray diffraction method has low penetration depth. Residual stress measurement is carried out at surface level and correlated with numerical simulation of residual stress due to welding.

Introduction
Most of the manufacturing and repair processes generate residual stresses in components. Residual stress is critical and needs to be controlled. In most cases, understanding the distribution versus the depth of the residual stress is of interest in various industries. To acquire this information, the most commonly used methods are X-ray diffraction with layer removal and central hole drilling [1]. Residual stresses in welded joints primarily develop due to differential weld thermal cycle (significantly varying temperature) experienced by the weld metal and region closed to fusion boundary i.e. heat affected zone. Type and magnitude of the residual stresses vary continuously during different stages of welding. The stresses in the weld joints develop due to typical nature of welding process i.e. localized heating and cooling leading to varying volumetric expansion and contraction of metal around the weld zone (Fig. 1 (a),(b),(c)) [2].

The objective of this paper is to measure the residual stress development at surface level to understand the significant impact on the performance of the component in aerospace materials. X-ray diffraction with layer removal can be used for the measurement of residual stress in the sub-surface level which will help to understand others problems e.g. failure. The results obtained from the semi-destructive method at surface level will be correlated with stress modelling and also used to comprehend the residual stress distribution [3]. Finite element model of the specimen is developed, and the welding simulation is performed to model the resulting stress fields.

Experimental methods
X-ray diffraction is the most accurate and best developed method of quantifying mainly the surface residual stress for weld repair analysis, but for X-ray diffraction the penetration depth and resolution is of lower magnitude and surface residual stress is generally misleading on the weld bead region due to surface deformed layer in the material. In order to determine residual stress, the strain in the crystal lattice must be measured with reference to a precisely known reference orientation from a sample surface. X-ray can also be used for sub-surface measurement by removing material (incremental etching) making it a semi-destructive technique [4].

As a result, it is normally recommended that surface and subsurface stresses are measured to fully understand and characterize the residual stress fields that are developed. Surface residual stress measurement is quite straightforward, but for the subsurface residual stress X-ray diffraction becomes a semi-destructive technique. X-ray has the tendency to be absorbed when passed through a material, so naturally that will affect the intensity, and in-turn the intensity affects the penetration depth, so material needs to be removed to measure residual stress at sub-surface level [5, 6].

Figure 1. (a) Point of interest on welded specimen, (b) Ti-6Al-4V Coupon (c) Experimental setup for residual stress measurements.

Xstress 3000 is the equipment shown in Fig. 1(c) used for residual stress analysis, this equipment is specifically used for stress measurement on simple and complex geometries. The equipment is required to be calibrated with stress-free samples and known residual stress specimens before measurements on the specimens (Table 1) [7].

The test coupons shown in Fig. 1(b) are made up of Ti-6Al-4V, the machined specimen shown in Fig. 1(a) is a flat plate of 50 mm x 50 mm x 3.42 mm dimensions. Two specimens of different thicknesses are separately flat-bead welded with similar Tungston Inert Gas welding specifications for residual stress analysis (Table 2). Figure 1(a) indicates the points of interest where the residual stress is required to be analyzed at surface level. Point measurement was carried on the weld-bead, HAZ and base-metal region, with a 3mm collimator, which helps to focus the X-ray for accurate measurement. Residual stress is measured in both lateral and longitudinal direction, generally the peak stress concentration area is in longitudinal direction along the weld-bead and heat affected zone.

Figure 2. (a) CAD and (b) finite element model of the flat specimen.
Table 1: Xstress 3000 experimental measurements

<table>
<thead>
<tr>
<th>{hkl}</th>
<th>{213} (used for copper tube)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psi angles/Tilt oscillation</td>
<td>- 0, -25.8, -38.0, 0, 25.8, 38.0 / ± 3</td>
</tr>
<tr>
<td>Exposure time</td>
<td>70 sec</td>
</tr>
<tr>
<td>Measuring Mode</td>
<td>Modified χ</td>
</tr>
<tr>
<td>X-ray Voltage</td>
<td>30 kv</td>
</tr>
<tr>
<td>X-ray current</td>
<td>10 mA</td>
</tr>
<tr>
<td>Collimator distance</td>
<td>12.7mm</td>
</tr>
</tbody>
</table>

Post processing-Calculations
- Background: Parabolic
- Fit: Gauss fit

Modeling
The finite element model of the specimen has been developed for simulations (Fig. 2). The CAD of the plate (Fig. 2(a)) has been created using the geometry module of Salome [9]. The plate volume has been partitioned into three parts by two section planes to highlight the volume under the welding zone. Simple hexagonal mesh has been created using uniform wire discretization method with N=15 in the mesh module of Salome. The welding area width is set to 3mm, and the welding area mesh faces are sorted into 20 groups along the welding direction. To simulate the welding process, the moving heat source method is applied to the welding area faces (colored in Fig. 2). Since the total welding time is estimated to be around 20 seconds, each highlighted mesh group receives a heat flux pulse for the duration of 1 second consecutively. As the welding process moves in the lateral direction, the i-th mesh group receives a heat flux boundary condition between the (i-1)-th and i-th second. Additionally, a more advanced method called here “moving heat source with a trace” is applied here for comparison. This method leaves the residual heat flux as a boundary condition for the i-th face after the i-th second, exponentially decaying with time. The purpose of the method is to simulate the filler metal deposition on the base plate, which continues to transfer the heat to the specimen after the welding head has moved away from the point. The thermal and structural solutions of the model are generated using the Code-Aster software package and post-processed in Salome [10].

Results and Discussion
Initially X-ray diffraction is set to the required specifications, and calibration is carried out with stress free and known stress samples. Then followed by some preliminary analysis on magnitude of residual stress based on specimens with different thicknesses.

<table>
<thead>
<tr>
<th>Thickness of Ti6/4 Welded Specimens (50mmx50mm)</th>
<th>Longitudinal direction</th>
<th>Lateral direction</th>
</tr>
</thead>
<tbody>
<tr>
<td>1mm</td>
<td>High tensile stress</td>
<td>Low tensile stress</td>
</tr>
<tr>
<td>3.5mm</td>
<td>Medium tensile stress</td>
<td>Low compressive stress</td>
</tr>
</tbody>
</table>

Table 2: Magnitude change in residual stress.

The specimens used for the analysis were welded in similar conditions, i.e. residual stress measured along the HAZ of specimens is tabulated, this will enable understanding the stress range due to
varying thickness of the specimens. The thickness of the specimen or the component has an effect on the magnitude of the residual stress due to welding (Table 2).

![Residual Stress Distribution](image)

Figure 3: Surface residual stress distribution of TIG welded specimen

Residual stress is measured at different data points on the weld-bead, along HAZ and base metal region. Figure 3 shows that residual stress distribution for TIG welded specimen of 3.5 mm thickness. XRD equipment measures residual stress at surface level to a depth of less than 10 micron and close to 5 micron when using a copper tube. Figure 3 shows residual stress is completely distributed in the compressive stress region towards the base metal and HAZ region for both the longitudinal and lateral stress, while along the weld bead along the longitudinal direction stress is distributed in the high tensile region compared to lateral stress. Another observation is that the stress is linearly increasing (towards tensile region) along the weld-bead in both the directions. The maximum stress is around 450 MPa compressive along the lateral direction close to the HAZ. The stress distribution is not symmetric on either sides of the weld because of minor shift in the consistancy of welding parameters, e.g., welding speed, uneven weld etc.

![Isothermal Surfaces](image)

Figure 4. Isothermal surfaces on the specimen during the simulated welding process. (a) Simple moving heat source method. (b) Moving heat source with a trace.

Figure 4 shows the comparison between the simulated isothermal surfaces during the welding process using two different methods. Figure 4(b) corresponds to the thermal field solution generated from the “moving heat source with a trace” boundary conditions. The isothermal surfaces in Fig. 4(b) have higher elongation and are assumed to better match the additional thermal effects from the filler material deposition than the conventional moving heat source model solution shown in Fig. 4(a).
Figure 5 illustrates the thermo-mechanical effects during the welding process. Local heating of the plate causes the significant displacements occur around the weld line due to the thermal expansion of the plate material. The displacements are shown in Fig. 5(a) with a scale factor of 50. In turn, displacements are linked to the thermal stresses appearing around the heated zones as result of the elastic response (see Fig. 5(b)).

Finally, the simulated welding process reaches the edge of the plate after 20 s, and the plate starts to cool naturally. Then, after another 20 s period of heat dissipation and natural convection, the thermal gradients inside the plate smoothen out, and the residual strains and stresses caused by elasto-plastic effects show up. Figure 6(a) shows the von Mises stress field plot after 20 s of welding and 20 s of natural convective cooling. Peak values are concentrated along the thin weld line zone. The last diagram shown in Fig. 6(b) illustrates the dependency of the stress components on the position in the lateral direction. Longitudinal stress reaches the peak tensile values in the vicinity of the weld line and peak compressive values in the HAZ. Lateral stress has very low absolute values near the edges and near the weld line, but reaches high compressive values in the HAZ (please refer to Fig. 6(b)).

Conclusion
It is concluded that the numerical analysis of weld residual stress appears to have a good agreement with the XRD measurement. The agreement was based on the stress graph from experimental and numerical analysis, and the range of the stress values in the three regions of the weld specimen are matched as a part of the preliminary validation study. The stresses measured in both longitudinal and transverse direction seems to have a fair correlation with modelling, considering the difference in experimental measurements due to the minor shift in welding consistency of the specimens; peak
tensile stress is observed along the weld-bead, it can be seen to decrease and shift to the compressive region between the heat affected zone (HAZ) and the base metal region, peak compressive stress is observed near the HAZ along the longitudinal direction for both modelling and experimental measurements. Thus the comparison between measured stress profiles and model predictions at the surface level has been established with good agreement.

Future studies will mainly focus on a flat plate with minor amounts of material removal and comparing them with specimen thickness for sub-surface residual stress measurements by X-ray diffraction, and the respective correlation to sub-surface measurements by stress modelling.
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Abstract. Recently in Japan, the 2D detector X-ray stress measurement equipment has developed, and requests of on-site measuring the stress on structural components are increasing. On the other hand, high residual stress, which exceeds its tensile strength stress, is often observed on welded construction parts, and sometimes it causes defects or damage. We report a result of clarified characteristics of X-ray diffraction stress value (XRD) in which exceeds the yield point in the plastic strain region on steel (SM490) and stainless steel (SUS316). For studying the correlation with XRD measurement results and the stress value, we installed flat plate test specimens in the tensile test machine and cyclically loaded to the plastic strain region to simulate the welding structure under load. The XRD measurement values indicated a high correlation with the actual stress value. These results confirm that the XRD measurement values give the actual stress condition of the material under load, irrespective of elastic-plastic deformation. XRD measurement is not only applicable for measuring internal stress but also measuring combination of internal and external stress on a material. Consequently, XRD measurement can also be used to measure the loaded stress conditions of a structure (this stress is also called dead load or static load). Moreover, this outcome expands function of XRD from a specialized measuring method for residual stress to various structural conditions.

1. Introduction

To evaluate the validity of result by X-ray diffraction (XRD) measured residual stress, it is often used comparison with mechanical stress by 4-bend testing. This method is also used as measurement of X-ray elastic constants\textsuperscript{1}. X-ray itself measures stress which dwells on fairly surface, so the residual stress value measured by XRD and mechanical stress value by 4-bend testing shows a high correlation when the specimen is in elastic region. However, measuring welded, heat treated, peened, or other surface treated parts are common demands in field measurement. Usually, there are yield point exceed high residual stress in these processed parts. The tensile test machine is used to produce the uniform deformation in the sample to evaluate the plastic deformation by XRD. Also, it is known that there are difference between the XRD measured value and the mechanical stress value in the plastic region. This difference occurs by influences of surface effect and phase stress\textsuperscript{2,3}.

This research describes the correlation between XRD measured stress and mechanical stress from the elastic to plastic strain range. We calculated nominal stress value by XRD measured stress value and load value of tensile test and true stress value by specimen elongation.
2. Experimental Materials and Method

2.1 Experimental Materials

For testing, we chose the carbon steel (JIS: SM490) specimen which has a yield point and the stainless steel (JIS: SUS316) which does not have a yield point. We determined elastic region of the carbon steel as up to the yield point and the stainless steel as up to 0.2% of proof stress. Table 1 shows the sample material chemical compositions, mechanical properties and manufacturing process. These material’s grain size are small more than ASTM E112 Plate IV No.5 and suit XRD stress measurement. Fig.1 shows the shape and dimensions of specimen.

Table 1 Material properties of test sample by mill sheet

<table>
<thead>
<tr>
<th>Material (JIS)</th>
<th>Chemical compositions</th>
<th>Mechanical properties</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C  Si  Mn  P  S  Ni  Cr  Mo</td>
<td>Yield strength/ 0.2% proof strength</td>
</tr>
<tr>
<td>Carbon steel (SM490)</td>
<td>0.17 0.33 1.37 0.014 0.003</td>
<td>418</td>
</tr>
<tr>
<td>Stainless steel (SUS316)</td>
<td>0.04 0.46 0.84 0.028 0.001 10.06 10.08 2.09</td>
<td>337</td>
</tr>
</tbody>
</table>

SM490: Hot rolling plate.  SUS316: Solution treatment

We determined the gauge length of extensometer as 50mm. For measuring by XRD, influence of residual stress which occurred while fabrication process of specimens should be removed. Therefore, we electrolytic polished the center parts of specimens, where to XRD measuring, for 6mm diameter circle with depth of 0.15mm.

2.2 Experimental method

For mechanical test, we used 100kN screw load type tensile test machine. The measurement items were load-sell of tensile machine, XRD equipment, strain gauge, and extension meter. The strains were measured by strain gauges in elastic region and extensometer in plastic strain. The applied stress were calculated by the load divided by specimen cross area. Fig.2 shows the experimental status on tensile test machine. For measuring the stress in elastic region, we stopped the cross head of the testing machine when it gains the predefined stress point. Then we measured the stress by XRD with keeping cross head position and strain by strain gauge. For measuring the stress in plastic deformation area, we stopped the cross head when the load of testing machine was stabilized. Then we measured the stress by XDR, elongation and load. For loading methods, we used incremental load method and cyclically load method.

1) Elastic strain: \( \varepsilon_e = \frac{\sigma}{E} \) Plastic deformation: \( \varepsilon_p = \varepsilon_e = \frac{\sigma}{E} \)

2) Nominal stress: \( \sigma_n = \frac{P}{S_0} \) P: Load Value (N), \( S_0 \): Initial cross section area of specimen (mm²)

3) True stress: \( \sigma_t = \sigma_n (1 + \varepsilon) \), \( \sigma_t \) is valid until the tensile strength of maximum load point \( \sigma_B \)
The measureable range of extension meter is up to 25mm deformation in 50mm gauge length and maximum strain is 0.5mm/mm. SM490 specimens were measurable until just before the fracture point. For SUS316 specimens, we set the range as 50% strain because the fracture elongation was more than 55%. Fig.3 shows the schematic diagram of specimen stress-strain curves, uniaxial plane strain model as stress model, and plastic deformation value. The nominal stress and the true stress were calculated by the following equations.

![Fig. 3 The schematic diagram of specimen stress-strain curves](image)

Table 2  Conditions for X-ray stress measurement

<table>
<thead>
<tr>
<th>Material (JIS)</th>
<th>Carbon steel (JIS: SM490)</th>
<th>Stainless steel (JIS: SUS316)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Characteristic X-ray</td>
<td>Cr-Kα</td>
<td>Mn-Kα</td>
</tr>
<tr>
<td>Diffraction line, hkl</td>
<td>211</td>
<td>311</td>
</tr>
<tr>
<td>Diffraction angle (deg.)</td>
<td>156.4</td>
<td>152.3</td>
</tr>
<tr>
<td>Tube voltage (kV)</td>
<td>30</td>
<td></td>
</tr>
<tr>
<td>Tube current (mA)</td>
<td>6.7</td>
<td></td>
</tr>
<tr>
<td>Collimator spot size</td>
<td>(X-ray slit) φ3.0 mm</td>
<td></td>
</tr>
</tbody>
</table>

3. Experimental Results and Discussion

3.1 Measurement Results of Incremental Load Process

Fig.4 shows the experimental results of the relationship between XRD measured stress value and strain at each interrupting position in the continuous incremental load test. Stress was measured by XRD after a while from the load tester stopped and load is stable. Since it takes a little while that the load to specimen gets stable when the load tester stopped. The XRD measured stress value was compared with the nominal stress and true stress value. The result showed both SM490 and SUS316 decreased their cross-section areas of specimens when the strain or elongation is increased. Nominal stress values increased a little and drew a smooth curve in plastic region. However, calculated true stress values in effective cross-section area during measurement increased monotonically. Likewise, XRD measured stress value increased monotonically, and this changing rate corresponds with changing rate of true stress.
Stainless steel does not show clear yield point, so we determined its elastic region as up to 150MPa. Fig. 5 shows the relationship between XRD measured stress value and the true stress value for each measuring point in elastic and plastic regions. In the case of SM490, the difference between $\sigma_t$ and $\sigma_x$ is about 180MPa. There is the influence of specimen setting condition such as bending moment and specimen surface initial stress conditions. But in this figure, XRD measured stress value and the true stress value shows deep correlation, and the coefficient factor is approximately 1.

On the other hand, case of SUS316, XRD measured stress value was higher than the true stress value in the stress level from 200 MPa of proof stress to 400 MPa. We considered that these areas are large work hardening and it is because there was stress distribution difference between both inside and surface of the specimen in the plastic region. Therefore, strain value on the surface of specimen was bigger than its inside when incrementally loaded, so the XRD measured value was higher.

In any case, carbon steel and stainless steel together have the good correlation for the actual-stress and the XRD stress value to the large plastic deformation.

### 3.2 Measurement Results of Cyclic Load Process

In this cyclic load measurement, we stopped tensile test machine and measured the stress by XRD at predefined stress point in elastic region and predefined strain value point in plastic region. After
measuring, the load was released to level 0, and we measured XRD stress again. Then the specimen was re-loaded again until next release point, and we measured XRD stress value. This testing flow was repeated for each measuring points. Fig.6 shows the measurement results by XRD stress and applied load value on each extensometer elongation for each measured points.

**Fig. 6 Stress-strain curve for cyclic tensile loading**

Both SM490 and SUS316 showed compressed stress value when loading was released in plastic region. We regarded it as Bauschinger effect by the cause of the stress distribution difference in the specimen cross sections. In the case of SM490, the true stress value over the tensile strength $\sigma_B$ is reference data. Since the strain stress on SM490 ingenerates localized neck when the stress exceeds $\sigma_B$, but calculated true stress value from measured localized neck area, the true stress value shall be increased monotonically like XRD measured stress value. Fig.7 shows the relationship between $\sin^2 \psi$ and $d$ for XRD measurement results of SUS316 each plastic deformation. Irrespective of the plastic deformation, the both relation shows good linearity correlation. This figure shows the measurement effectivity was confirmed.

**Fig. 7 Relationship between $\sin^2 \psi$ and $d$ for SUS316 on each elastic deformation and XRD stress results**

Fig.8 shows the relationship between XRD measured stress value and the true stress value from these measuring results. There are high correlations with XRD stress and the true stress, as same as the case of incremental load process. In the case of SM 490, the difference between $\sigma_t$ and $\sigma_x$ is about
100MPa. In the case of SUS316, XRD measured stress value was higher than the true stress value on low plastic region near the proof stress as same as incremental load process. However, the stress distribution difference on inside of specimen which occurred by repeating the test got smaller, and it showed deep linear relationship with true stress alongside of incremental load process.

![Fig. 8 Relationship between X-ray stress and true strain in cyclic tensile lording](image)

**4. Conclusion**

1) We examined the relationship between the external load stress and XRD measured stress. XRD measured stress can be always shown the real stress value on the material regardless of elastic and plastic deformation.
2) XRD measured values are shown summation total stress value of the internal and external load stress.
3) XRD measurement method is a highly reliable method to evaluate the absolute stress on a material.
4) XRD measured value at the surface neighborhood of material is influenced by its surface condition.
5) The residual stress values vary depending on the measurement methods, and XRD stress values are sometimes different from the strain gauge measured values on the field measurement.
6) It is important to understand the properties of each measurement method well.
7) It is difficult to measure the absolute stress value of components as correctly on site. We have to use suitable and various measurement methods to measure highly reliable value.
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Abstract. The current paper presents residual stress analyses of large scale LTT (Low Transformation Temperature) welds. LTT filler materials are specially designed for residual stress engineering by means of an adjusted martensite phase transformation. Controlling the level of mostly detrimental residual stresses already during the welding process would be highly attractive as time and cost consuming post processing may be prevented. In large scale welds the residual stress state is influenced by the heat control (e.g. interpass temperature) during welding. Therefore, welding residual stresses are studied here putting the focus on the influence of welding process parameters while joining heavy steel sections with a thickness of 25 mm. The residual stress state was determined at the top surface using X-ray diffraction as well as in the bulk by neutron diffraction. The results show that control of the interpass temperature is vital for the residual stresses present in the joints. This accounts for the top surface but is most pronounced for the bulk of the welds. While high interpass temperatures are appropriate to induce compressive residual stresses in the weld metal, low interpass temperatures favor unwanted tensile residual stresses instead.

Introduction

Despite the well-known benefit of post-weld heat treatments on fatigue life due to altering welding residual stresses, such processes often lead to additional production costs. Novel Low Transformation Temperature (LTT-) filler materials are specially designed for controlling weld residual stresses by means of an adjusted martensite formation already during welding and thus its application may minimize costs. The volume expansion due to phase transformation counteracts the contraction due to shrinkage of the joint. Tensile residual stresses are reduced or even beneficial compressive residual stresses are formed. The strength of these filler materials makes them potentially applicable to high-strength steels as well as to repair works in existing steel structures. The influence of varying phase transformation temperatures on the residual stresses for different weld geometries was the aim of most investigations up to now. Shiga et al. [1] and Francis et al. [2] confirmed that compressive residual stresses can be achieved, when welding LTT-alloys with varying martensit start (Ms-) temperatures. The focus was also on the influence of the welding parameters. High interpass temperatures can delay the martensite formation during multi-pass welding. It follows that the whole weld metal undergoes the phase transformation not before cooling to ambient temperature after deposition of the last bead. On the other hand, low interpass temperatures allow repeated martensite formation in the already deposited layers. Both alters the...
residual stresses found in a welded joint [3]. But the final residual stresses are also influenced by the restraint conditions of the structure. That means the weld is restrained by the adjacent base material (BM) as well as by the stiffness of the whole weld construction. Zenitani et al. [4] already confirmed the influence of varying restraint intensities regarding residual stresses in LTT-joints. Therefore, the present study was focused on the evaluation of the residual stresses in thick walled LTT-joints showing a high restraint concerning the impact of the interpass temperature.

**Experimental**

**Materials and Welding.** Based on already published chemical compositions two LTT alloys were prepared. Some characteristics are presented in Table 2 and Table 1. Both fillers show the main alloying elements chromium and nickel or manganese respectively. Two different interpass temperatures were applied. Butt welding was carried out in eleven runs by Pulsed Gas Metals Arc Welding (P-GMAW) using LTT flux cored wires. The weld samples (250 mm × 200 mm) exhibit a thickness of 25 mm each and were prepared with an opening angle of 45°. The high strength steel S960QL was used as a base material. The specimens were heated to preheat temperature using a furnace. Preheat and interpass temperatures were controlled by thermocouples on various positions in the heat affected zone (HAZ). The welding parameters are shown in Table 3.

### Table 1: chemical composition of the base and filler material (fcw)

<table>
<thead>
<tr>
<th>Chemical composition (wt.-%), *measured on pure (weld-) samples using dilatometry tests</th>
<th>Ms° (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>base material</td>
<td>C</td>
</tr>
<tr>
<td></td>
<td>0.17</td>
</tr>
<tr>
<td>LTT CrNi</td>
<td>0.04</td>
</tr>
<tr>
<td>LTT CrMn</td>
<td>0.08</td>
</tr>
</tbody>
</table>

### Table 2: mechanical properties of base and filler materials

<table>
<thead>
<tr>
<th>R_p0.2 in MPa</th>
<th>R_m in MPa</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>base material</td>
<td>985</td>
<td>1018</td>
</tr>
<tr>
<td>LTT CrNi</td>
<td>900</td>
<td>1123</td>
</tr>
<tr>
<td>LTT CrMn</td>
<td>-</td>
<td>1074</td>
</tr>
</tbody>
</table>

### Table 3: welding parameters

<table>
<thead>
<tr>
<th>wire diameter</th>
<th>arc voltage (RMS value)</th>
<th>welding current (RMS value)</th>
<th>welding speed</th>
<th>preheat- and interpass temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6 mm</td>
<td>29 V</td>
<td>377 A</td>
<td>520 mm/min</td>
<td>50 °C and 200 °C</td>
</tr>
</tbody>
</table>

### Table 4: measuring and evaluation parameter for X-ray diffraction

<table>
<thead>
<tr>
<th>Measuring position</th>
<th>CrKα</th>
</tr>
</thead>
<tbody>
<tr>
<td>radiation</td>
<td>weld, HAZ, BM (top surface, midway)</td>
</tr>
<tr>
<td>X-ray spot size</td>
<td>2 mm</td>
</tr>
<tr>
<td>Exposure time</td>
<td>5 s</td>
</tr>
<tr>
<td>Ψ-range</td>
<td>0...±45° in 7 steps</td>
</tr>
<tr>
<td>-----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>Diffraction line</td>
<td>ferrite/martensite: 211</td>
</tr>
<tr>
<td>E {211}</td>
<td>220.000 MPa</td>
</tr>
<tr>
<td>ν {211}</td>
<td>0.28</td>
</tr>
</tbody>
</table>

**Neutron diffraction.** Stress measurements were performed at the instrument E3 at the BERII facility of the HZB Berlin, Germany [7]. The setup is shown in Fig. 1 (left). As a multi-axial stress state was expected in the welded joints, strain measurements were necessary in the three principle directions covering the longitudinal, transversal and weld depth direction (normal). Using a neutron wavelength of approximately 0.147 nm the $\alpha/\alpha'$-Fe {211} diffraction peak located at approximately $2\Theta = 78°$ was utilized for strain measurement. The exposure time varied between 10 min to 30 min. From lattice strains in principle directions the stresses were calculated. A gauge volume of 2x2x2 mm³ was chosen for the transversal as well as weld depth direction while in longitudinal direction the gauge volume was adapted to 2x2x10 mm³ to achieve a sufficient spatial resolution and acceptable exposure time. The measuring positions were realized midway along the specimens. Three measuring lines in distances of 4, 12.5 and 21 mm to the plate surface were chosen as indicated in Fig. 1 (right). The measuring range included in total 15 measuring points located in the weld and on both sides of the HAZ, while the BM was covered single sided only. Weld distortion was not balanced for the measuring lines. As the LTT weld metals are higher alloyed compared to the base material the unstrained lattice parameter $a_0$ was determined from appropriate reference specimens. For this purpose a thin comb was cut from each sample representing the weld cross section including the HAZ and BM. The prongs of the comb were prepared by Electrical Discharge Machining to reduce thermal effects to the material.

![Fig. 1: setup of the neutron diffraction experiment at the instrument E3@BER II (left) and assignment of the measuring lines to the joints cross section (right)](image)

**Results and Discussion**

**Residual Stresses – Surface.** Residual Stresses found in the surface of the welds are presented in Fig. 2 and Fig. 3. The longitudinal stress distribution of all joints is quite similar in quality. Moreover, the residual stress level in the LTT CrMn welds is almost identical except for a single tensile peak value in the left hand side weld metal at the lower interpass temperature. In case of the CrNi filler the residual stress level is slightly decreased when applying the higher interpass temperature. In this case the weld is characterized mainly by comparatively low tensile residual stresses up to about 300 MPa, while the lower interpass temperature shows peak values around
500 MPa. These stress levels are also to be found in the HAZ. In any case the transition to the BM shows a steep residual stress gradient. In this area the stresses change from tension into compression. Adjacent to the HAZ the residual stresses are decreased to compressive values between -200 MPa and -300 MPa given by the BM condition before welding (sand blasted). Some high measurement errors are due to microstructural reasons.

In contrast there are some differences to be observed in transversal direction. The weld metals are in tension up to about 800 MPa and the region showing tensile residual stresses is wider when using the high interpass temperature. Additionally, the residual stresses exhibit several maxima in the weld center. On the other hand, with lower interpass temperature single stress peaks appear in the center without dips. The HAZ shows low compressive residual stresses on the level of the BM up to about -300 MPa. Independent from the interpass temperature applied the longitudinal residual stresses are lower than the transverse ones. This is consistent to results found in other LTT joints [8]. Higher interpass temperatures lead to slightly decreased stress levels in longitudinal direction. But in transversal direction the high tensile residual stresses are limited to a smaller zone in the weld metal center in case of lower interpass temperatures.
**Residual Stresses – Bulk.** Longitudinal as well as transversal residual stresses are shown for the LTT CrNi in Fig. 4. The LTT CrMn exhibits the similar residual stress distributions in quality and is therefore not shown. In case of an interpass temperature of 200 °C there are compressive longitudinal stresses detectable through the bulk. They are lost in case of the root (Fig. 1 line 3), where tensile stresses balance up to about 380 MPa in the weld metal. Similar to the top surface high tensile stresses are present in the HAZ independent from the depth. The stress magnitudes are higher than on the surface (max. 700 MPa). Also contrary to the surface in transversal direction there are quite low tensile residual stresses of up to about 350 MPa detectable in the weld metal only. The HAZ varies between tension and compression from 4000 MPa to -300 MPa. In case of an interpass temperature of 50 °C the longitudinal stress level is shifted completely into tension reaching the level of the surface stresses. Longitudinal stress peaks are also detectable through the material bulk in the HAZ up to 900 MPa. In transversal direction the welding residual stress distribution is less affected by lower interpass temperatures. The stress level shows low tensile stress up to 400 MPa in the weld and 430 MPa in the HAZ. High tensile stress levels as found at the surface are not detectable. In the normal direction the stress distribution of the LTT alloys is comparable to the transversal welding residual stresses and therefore not shown.

*Fig. 4: residual stress in bulk for the LTT CrNi, interpass temperature 200 °C (above) and 50 °C (below)*

**Summary and Conclusions**
The present work dealt with the residual stresses in high strength heavy plate joints welded with LTT fillers applying different interpass temperatures. The residual stresses were determined using X-ray
(surface residual stresses) and neutron diffraction (bulk residual stresses). The following conclusions can be drawn:

- Independent from the interpass temperature residual stresses in longitudinal direction are lower than in transverse direction. This applies for the surface as well as for the bulk of the welds.
- Welding residual stresses in the bulk are lower compared to stresses found on the surface.
- Compressive residual stresses as a result of the martensite formation are determined in the bulk weld metal, only.
- Independent from the LTT filler used high interpass temperatures are beneficial to reduce the stresses mainly in longitudinal direction.
- Lower interpass temperatures tend to narrow the tensile zone in the weld metal but they also prevent the formation of compressive residual stresses.
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Abstract. This paper is dedicated to the thorough experimental analysis of the residual stresses in the vicinity of tubular welds and the mechanisms involved in their formation. Pipes made of a ferritic-pearlitic structural steel and an austenitic stainless steel are each investigated in this study. The pipes feature a similar geometry and are welded with two passes and comparable parameters. Residual strain mappings are carried out using X-ray and neutron diffraction. The combined use of both techniques permits both near-surface and through-wall analyses of the residual stresses. The findings allow for a consistent interpretation of the mechanisms accounting for the formation of the residual stress fields due to the welding process. Since the results are similar for both materials, it can be concluded that residual stresses induced by phase transformations, which can occur in the structural steel, play a minor role in this regard.

Introduction

Current fatigue design standards and recommendations, like the ones given by the International Institute of Welding (IIW) [1], are based on the assumption of yield strength magnitude tensile residual stresses if the actual residual stress state is unknown. This postulate reflects uncertainties about the initial residual stress state after welding, which may depend on numerous parameters, as well as about the possible relaxation of residual stresses, which occurs when the static or cyclic yield strength is exceeded locally. Therefore, research concerning both the development and the relaxation of residual stresses is needed to improve the generalized approach given in [1].

Experimental and numerical analyses of welding residual stresses hardly ever show that the conservative assumptions made in the IIW recommendations hold. In girth-welded pipes, the pipe geometry and the heat input have been identified as the governing factors for the residual stress development [2,3], apart from material parameters. Under suitable conditions, pipe wall bending can occur, leading to compressive axial residual stresses at the weld toe of girth welds, but also to tensile residual stresses at the weld root, which was shown by other authors, see e.g. [2,3], and in previous studies on ferritic-pearlitic and austenitic steel pipes using X-ray diffraction [4-6]. In this work, these will be supplemented by neutron diffraction measurements and the results obtained from the two different steels will be compared. The thorough experimental analysis of the residual stress state after welding will serve as a basis for the investigation of residual stress relaxation under loading and the validation of numerical simulations, both of which are subject of future work.

Experimental work

Sample preparation. Pipes of the ferritic-pearlitic structural steel S355J2H+N and of the austenitic stainless steel X6CrNiTi18-10 were used for the experiments. The yield stress of the base
materials is 355 MPa and 223 MPa, respectively. The tubular specimens of 200 mm length were machined on all surfaces, resulting in outer diameters of 100.5 mm and 114 mm and wall thicknesses of 7.75 mm and 7.5 mm for the structural steel and the austenitic steel, respectively. A v-shaped groove was introduced at half-length as a weld preparation. Before welding, the specimens of the structural steel were stress relieved thermally at 600 °C for 30 minutes and cooled uniformly at about 1 °C/min.

Metal active gas (MAG) welding was performed in flat position using a rotary table. The filler metal, ISO 14341-A-G 4Si1 for the structural steel and ISO 14343-A-G 19 9 NbSi for the austenitic steel, was applied in two passes, which were started at the same point and were welded in the same direction. The nominal energy inputs were similar for the structural and the austenitic steel, with 8.6 kJ/cm and 9.1 kJ/cm for the root pass and 11.8 kJ/cm and 11.2 kJ/cm for the second pass, respectively. Each pass was welded at room temperature.

Residual Stress Analysis. The residual stresses in the welded samples were determined using X-ray diffraction (XRD) and neutron diffraction (ND) in order to analyze the stress state both at the surface and within the pipe wall. The measurements were taken at points along lines perpendicular to the welding direction at φ = 90°, where φ is the circumferential angle marking the welding direction and the start/stop location at φ = 0°. As previous work revealed virtually axisymmetric residual stress states [4-6], φ = 90° is considered to be representative. Due to the symmetry, measurements were only performed on one side of the weld centerline up to a distance of 60 mm. The coordinate x specifies the axial distance of a certain point from the weld centerline.

The hoop and axial residual stresses on the surfaces of the pipes were determined by XRD. The inner surfaces were only accessible after sectioning the tubes, the released stresses being monitored by strain gauge measurements. For details concerning the XRD measurements, please refer to [4-6].

The ND measurements for the residual stress analysis within the pipe wall were carried out at the 2nd Generation Neutron Residual Stress Mapping Facility (NRSF2) beam line [7] of the High Flux Isotope Reactor (HFIR), Oak Ridge National Laboratory. For the ferritic pipes, the diffraction of neutrons with a wavelength of λ ≈ 1.72 Å on the \{211\} lattice planes was analyzed, whereas λ ≈ 1.54 Å was used for the \{311\} lattice planes of austenite, in order to attain a diffraction angle of 2θ ≈ 90°. The planes were chosen due to their similarity to the expected bulk stress/strain response. In addition, these reflections are reported to be the least-sensitive to intergranular strains [8]. The stress-free lattice spacing was determined in the base metal (BM) for both materials as well as in the weld metal (WM) and the heat-affected zone (HAZ) of the ferritic-pearlitic samples to take composition gradients into account. At each axial position, measurements were taken at five points that were evenly distributed across the wall thickness. At every point, the strain was determined in hoop, axial and radial direction, assuming that these are the principal directions, in order to compute the multiaxial residual stress state. The cubical measurement volume had an edge length of 2 mm.

For both XRD and ND, the elastic constants \( E^{[211],\alpha-Fe} = 210500 \text{ N/mm}^2 \) and \( v^{[211],\alpha-Fe} = 0.28 \) were used for ferrite and \( E^{[311],\gamma-Fe} = 195700 \text{ N/mm}^2 \) and \( v^{[311],\gamma-Fe} = 0.366 \) for austenite.

Results

Fig. 1 shows the hoop residual stress on the outer surface for both a ferritic and an austenitic sample as determined by XRD. Except for the weld seam, where tensile residual stresses occur in the ferritic sample of S355J2H+N and compressive residual stresses can be found in the austenitic sample of X6CrNiTi18-10, the results agree well on a qualitative level. Close to the weld seam, a small tensile maximum of about 70 MPa or 200 MPa can be seen, respectively, whereas the residual stresses are in the compressive regime at a distance of 10 to 40 mm from the weld centerline. Here, maximum compressive values of ~250 MPa were determined for the ferritic sample and ~550 MPa for the austenitic sample. At larger distances, the residual stresses in both samples approach 0 MPa.

The residual stresses on the inner surface after sectioning can be taken from Fig. 2. Again, the distributions are qualitatively similar and mainly differ in the maximum values. In the weld seam,
moderate tensile residual stresses were found that are higher in the ferritic sample. At $x = -7$ mm, a maximum of almost 500 MPa or 800 MPa is reached for the ferritic or austenitic sample, respectively. With increasing distance from the weld, the residual stresses become compressive, reaching maximum values of -200 MPa and -700 MPa, and finally converge to 0 MPa. The residual stress state was affected by the sectioning process. Strain gauge measurements on the inner surface near the weld revealed a decrease of the tensile residual stresses of about 100 MPa for a ferritic pipe and 25 MPa for an austenitic one. A more detailed examination of that effect can be found in [5,6].

The results of the neutron diffraction experiments for the hoop stress component are presented as contour plots in Fig. 3 for a ferritic pipe and in Fig. 4 for an austenitic one. Each diagram displays the cross section of the whole pipe wall; the white areas reflect the fact that the center of the fully immersed measurement volume had to be at least 1.5 mm away from the surfaces. The center positions of the measurement volume at each measuring point are also given. In the ferritic sample, the sign of the residual stress mainly depends on the axial distance from the weld. In the weld metal, the heat-affected zone and the adjacent base metal, the residual stresses are tensile for about $|x| < 14$ mm. For $|x| > 14$ mm, they are compressive, reaching a maximum at about 25 mm and fading with increasing distance from the weld. Across the pipe wall, the highest absolute values can be found near the inner surface, which holds both in the tensile and the compressive area. In the austenitic sample, a hoop residual stress distribution similar to the one in the ferritic pipe was found, both qualitatively and quantitatively. Distinct differences are the higher tensile residual stresses in the vicinity of the weld, where up to 380 MPa instead of 280 MPa are reached, and the presence of an area of tensile residual stress near the outer surface for $|x| > 25$ mm.
The axial residual stress on the outer surface is given in Fig. 5. Qualitatively, there is a good agreement for both materials within $|x| < 30$ mm. In the vicinity of the weld, the residual stresses are compressive, taking moderate values of up to -200 MPa in the weld seam and peaking to -400 MPa or -600 MPa near the weld toe, depending on the material. With increasing distance, the residual stresses then reach a relatively small tensile maximum and decrease again, exhibiting a different behavior for the two materials. While the residual stress is almost 0 MPa at $x = -60$ mm in the ferritic sample, it asymptotically approaches a value of -450 MPa in the austenitic pipe.

The axial residual stress on the inner surface, obtained after sectioning, shows a behavior converse to that on the outer surface, see Fig. 6, featuring small tensile stresses in the weld, a tensile maximum at $x = -6$...-10 mm, and compressive residual stresses with a maximum at about $x = -30$ mm. While the latter amounts to -70 MPa in the ferritic sample, it reaches -900 MPa in the austenitic pipe. Moreover, far away from the weld, compressive stresses of -550 MPa are found in the X6CrNiTi18-10 pipe, compared to about 0 MPa in the S355J2H+N sample. Through strain gauge measurements, the residual stress release near the weld due to sectioning was found to be about 125 MPa for the ferritic pipe and 50 MPa for the austenitic sample.

Neutron diffraction results for the axial residual stress component are shown in Fig. 7 for a ferritic sample and in Fig. 8 for an austenitic sample. In both cases, compressive residual stresses are found near the outer surface in the weld metal and its vicinity, reaching maximum values of -160 MPa and -240 MPa, respectively, near the weld toe. Conversely, the area around the weld root is characterized by tensile residual stresses extending to the center of the wall in the ferritic sample and to the outer surface of the austenitic sample at the weld centerline. The maximum tensile residual
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stresses are 240 MPa and 200 MPa, respectively. At |x| > 25 mm, the residual stress state is reversed, i.e. the residual stresses are tensile near the outer surface and compressive near the inner surface with maxima occurring at x = -30...-40 mm. Here, values of 90 MPa and -220 MPa are reached in the ferritic sample, as well as 370 MPa and -240 MPa in the austenitic sample. At even larger distances, the residual stress values fade slightly, but are still significant at x = -60 mm.

Discussion

Based on XRD results, the governing mechanism responsible for the residual stress formation in the girth-welded pipes investigated here has already been discussed in detail for the ferritic-pearlitic pipes [4,5] and for the austenitic pipes [6]. It was shown that in both cases, the circumferential contraction of the weld and the highly heated areas in its vicinity during cooling is constrained by the adjacent material, thus causing tensile hoop residual stress in the former and compressive hoop residual stress in the latter areas, as can be seen in Fig. 1 to 4. Due to the self-constraining tubular geometry, the contraction of the weld also leads to necking of the pipe and thereby to pipe wall bending, which accounts for the axial residual stress state featuring inverse signs on the inner and outer surfaces, see Fig. 5 to 8. In general, the ND results confirm the findings obtained by XRD and thus the interpretation of the formation mechanisms of the residual stress fields. However, there are also slight deviations from the XRD results that will be discussed in the following paragraphs.

Both in hoop and axial directions, the XRD measurements on the inner surface of the ferritic and austenitic pipes show residual stress maxima that are at least 7 mm from the weld centerline, whereas the residual stresses in the weld metal are relatively low. The ND measurements, however, reveal that the highest values occur in the weld metal or at the notch between the weld root and the base metal. This important difference can be ascribed to the sectioning that was necessary to perform the XRD measurements on the inner surface, thereby altering the residual stress state, which was also shown at selected points by strain gauge measurements. It is also possible that the curvature of the weld reinforcement influences the XRD measurements, especially at the weld root. Moreover, the surface of the weld reinforcement is subject to a lower constraint as there is no base material in the immediate vicinity, which might also affect the residual stresses on the surface of the weld seam. The last two points can also be used as an explanation why compressive hoop residual stresses are found in the weld seam on the outer surface of an austenitic pipe, see Fig. 1, whereas tensile residual stresses occur in this region almost across the whole wall thickness, see Fig. 4.

A comparison of the residual stress states in the ferritic and austenitic samples yields a good qualitative agreement. There are, however, significant differences: First, the absolute values of the residual stresses in the austenitic samples are often higher than in the structural steel and by far surpass the yield stress of 223 MPa. This effect is most pronounced in all XRD results, i.e. on the surface. Second, at large distances from the weld, the residual stresses on or near the surfaces of the austenitic steel can approach values significantly different from 0 MPa, which does not occur in the ferritic samples. These stresses can be both tensile, see Fig. 4, and compressive, see Fig. 5 and 6.

Both the higher values and the residual stresses far away from the weld can be explained by the fact that the austenitic pipes, unlike the ferritic samples, have not been heat-treated before welding. Machining leads to significant near-surface plastic deformation, thus causing both a work hardening effect and introducing machining residual stresses. Work hardening is limited to areas 200 – 300 µm below the surface [6] and is therefore most distinct in the XRD results, i.e. on the surface. Second, at large distances from the weld, the residual stresses on or near the surfaces of the austenitic steel can approach values significantly different from 0 MPa, which does not occur in the ferritic samples. These stresses can be both tensile, see Fig. 4, and compressive, see Fig. 5 and 6.

Residual stresses resulting from machining, or introduced by the fabrication process in general, extend farther below the surface than the work hardening effect [6]. This explains why they can affect the results of ND measurements to a larger extent, as reflected for instance by the relatively high hoop residual stresses near the outer surface at a large distance from the weld, shown in Fig. 4. The fact that tensile stresses can be found here in contrast to the XRD measurements on the surface,
see Fig. 1 and 2, can be explained by the considerable variation of the machining residual stresses in different specimens. It was found that they can be tensile, compressive or even negligibly small, presumably depending on the condition of the cutting tool and the machining parameters.

The fact that the results are similar for both materials, apart from machining effects, reveals that phase transformations, which can occur in the ferritic-pearlitic steel but not in the austenitic steel, do not contribute substantially to the formation of the residual stress field. This is due to the relatively long cooling time from 800 °C to 500 °C in the HAZ of about 18 seconds [5], leading to high transformation temperatures and thus to a dominant effect of thermal contraction.

Summary and Conclusions
In this study, the residual stress state in girth-welded pipes of ferritic-pearlitic and austenitic steel has been thoroughly investigated using both X-ray and neutron diffraction. It was shown that the results of neutron diffraction measurements mostly agree well with the X-ray measurements on the surface. Nevertheless, they also contain complementary information, especially regarding the residual stresses near the inner surface of the pipes, which is only accessible for X-ray measurements after sectioning and thus altering the residual stress state. Also, neutron diffraction confirmed that the residual stresses on the surface of the austenitic pipes are significantly affected by the machining process during sample preparation, resulting in very high residual stress values.

From the good qualitative agreement of the residual stress states in pipes of similar geometry but different types of steels it can be inferred that phase transformations play only a minor role in the formation of the residual stress fields in the girth-welded pipes investigated here.
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Abstract. The incremental hole-drilling method is used to determine high residual welding stresses in an orthotropic bridge deck. When comparing the measurement results with a theoretical residual stress distribution of an orthotropic steel deck, a large difference in sign and magnitude of the residual stress values is observed. These measurement results are presented in another paper [1]. The test method, specified in ASTM E837-13a only applies when the material behavior is linear-elastic. Relaxed-plastic strain can be detected in the region of the bored hole for the evaluation of high residual welding stresses. This plastic behavior can result in a significant error of the residual stresses. In this paper, the hole-drilling procedure is simulated and the effect of plasticity on the determination of residual stresses is studied with three-dimensional finite element modelling. The calculation software Siemens NX 9.0 is used to simulate the hole-drilling procedure with both linear-elastic and elastic-plastic material behavior. First, a 3D model is set up for uniform in-depth residual stress fields with a linear-elastic material behavior to determine the calibration coefficients. The same model is used to determine similar calibration coefficients but this time with a simplistic model of material plasticity. The effect of plasticity on the uniform in-depth residual stresses is determined. The residual stresses obtained under the assumption that the material behavior is linear-elastic are an overestimation. In future research, residual strains for non-uniform in-depth residual stresses can also be studied with similar models. This will result in a more accurate determination of the residual weld stresses present in bridge constructions.

Introduction

The incremental hole-drilling method is widely used for measuring residual stresses in steel components. Plastic relaxed strain can be induced in the region of the borehole. Since this test method only applies when the material behavior remains linear-elastic, significant errors can be introduced by this plastic behavior during the determination of residual stresses [2]. In this paper, the effect of plasticity on the determination of residual stresses for uniform in-depth residual stresses is studied.

Incremental hole-drilling method

The residual stresses introduced by a welding operation can be evaluated making use of the incremental hole-drilling technique. A small hole is drilled through the center of a strain gauge rosette into the test material (Fig. 1) [3]. The surface material of the test specimen has to be exposed by drilling only through the material of the strain gauge rosette. This drilling depth is called zero depth. The initial uncertainty of the separation of the cutter from the outer surface by the strain gauge rosette and coating can be disregarded by establishing this zero depth [4].

The relieved surface strains caused by the introduction of a hole in a series of small steps are recorded. Residual stresses are calculated according ASTM E837-13a [3] taking into account the measured strains and calibration coefficients. Reliable measurements are only achieved by limiting...
the residual stresses to 80% of the material’s yield stress in order to take into account that the test method only applies when material behavior is linear-elastic [3]. However, the level of residual stress can be comparable with the material yield stress and then, the stress concentration due to the introduction of the hole produces zones in which the elastic limit of the material is reached. The plastic region arises at the lower circumference of the hole and when the hole depth is increased, it spreads towards the strain gauges located on the strain gauge rosette.

![Hole-drilling machine and strain gauge rosette](Fig. 1)

A type A strain gauge rosette which follows the Rendler and Vigness [5] geometry is considered in this paper to determine the effect of plasticity on the determination of residual stresses with the incremental hole-drilling method. This pattern is available in several different sizes and is recommended for general-purpose use [3]. The strain gauge rosette type CEA-06-062UL-120 is used for the finite element modelling. A schematic representation of the geometry of a strain gauge rosette used for hole drilling is shown in Fig. 2(a) and a detail of one strain gauge is shown in Fig. 2(b). The dimensions of a strain gauge for the considered strain gauge rosette can be found in Table 1. The hole diameter of this strain gauge rosette is 2mm while the maximum hole-drilling depth is 1mm.

![Schematic geometry of strain gauge rosette and detail of one strain gauge](Fig. 2)

---

*Fig. 1. Hole-drilling machine (left) and hole-drilled strain gauge rosette (right)*

*Fig. 2. Schematic geometry of strain gauge rosette (a) and detail of one strain gauge (b) [2]*
Table 1. Strain gauge rosette dimensions in mm

<table>
<thead>
<tr>
<th>Rosette Type</th>
<th>D</th>
<th>GL</th>
<th>GW</th>
<th>R₁</th>
<th>R₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEA-06-062UL-120</td>
<td>5.13</td>
<td>1.59</td>
<td>1.59</td>
<td>1.77</td>
<td>3.36</td>
</tr>
</tbody>
</table>

3D finite element model

A three dimensional finite element model is set up in Siemens NX 9.0 to evaluate the plastic relaxed strain readings of the considered strain gauge rosette. The geometry of the strain gauge rosette is exactly modelled by defining element nodes corresponding with the number and length of grid lines and their spacing. The strain gauge rosette’s material and its bonding to the test surface is not taken into account. It is assumed that the measured strains by the strain gauge rosette are identical to the relaxed strains of the test specimen [6]. Nodal displacements for both ends of every grid line are simulated and they are used to calculate the radial strains.

The hole-drilling procedure is simulated by deactivating elements with the element birth/death feature of the Nastran Solver in NX. Element layers are incrementally deactivated in a number of steps corresponding to the hole-depth increment specified in ASTM E837-13a. For each step, strains are simulated which are used to calculate residual stresses according to the ASTM standard. Only radial strains 1 and 3 (Fig. 2 (a)) will be considered for the evaluation of the residual stresses since the only interest are the normal x- and y-stresses. The used mesh for the model is shown in Fig. 3 and it contains 436410 three-dimensional elements.

Fig. 3. Mesh of finite element model with drilled hole

Geometry, constraints, material properties and loading conditions. The hole-drilling simulation of a flat plate with a thickness of 6mm is performed. The effect of increasing the plate thickness is studied and it has no influence (less than 1%) on the results. Due to symmetry, only a quarter of the total plate is modelled. Therefore, symmetry constraints are applied on the sides of the model where the hole will be situated which means that the displacements along x- and y-axes are zero. The displacement of the bottom surface along the z-direction is set to zero. The model width is chosen 15 times the hole diameter and the thickness is larger than the rosette’s mean diameter according to the minimum thickness for thick plates recommended by ASTM E837-13a. The steel grade S235 is used as material for the modelling. The presence of a residual stress field is simulated by imposing a uniform pressure distribution of 50MPa on the sides not containing the drilled hole.

In order to make the distinction between linear-elastic and elastic-plastic material behavior, a different stress-strain curve is specified. For linear-elastic material behavior, a linear stress-strain curve is specified until the yield stress is reached (Fig. 4). Elastic-plastic material behavior is
specified with bilinear stress-strain curve (Fig. 5) and isotropic strain hardening plasticity model. A simplistic model of material plasticity has been used.

![Image](image1.png)

**Fig. 4. Linear-elastic stress-strain behavior**

**Fig. 5. Elastic-plastic stress-strain behavior**

**Residual stress calculation.** The principal residual stresses $\sigma_x$ and $\sigma_y$ can be calculated from the measured relaxed strains $\varepsilon_1$ and $\varepsilon_3$, the calibration coefficients $a$ and $b$, the material’s Young’s modulus $E$ and Poisson’s ratio $\nu$. The following relationships apply:

$$
\sigma_x = \frac{E(\varepsilon_1+\varepsilon_3)}{2a(1+\nu)} - \frac{E(\varepsilon_1-\varepsilon_3)}{2b} 
$$

$$
\sigma_y = \frac{E(\varepsilon_1+\varepsilon_3)}{2a(1+\nu)} + \frac{E(\varepsilon_1-\varepsilon_3)}{2b}
$$

(1)

The calibration coefficients are calculated with finite element modelling by applying a known uniform stress distribution on the sides not containing the hole and evaluating the relaxed strains \[2\]. These imposed pressures are assumed to be equal to the principal residual stresses before a hole was drilled \[7\].

**Determination of calibration coefficients**

**Linear-elastic material properties.** First, a test piece with uniform in-depth residual stress field is considered in order to numerically calibrate the hole-drilling process and determine the calibration coefficients. A linear-elastic material law is used and the uniform residual stress field is split up into hydrostatic ($\sigma_x = \sigma_y$) and deviatoric ($\sigma_x = -\sigma_y$) residual stress fields. The model with hydrostatic residual stress field is used to determine the calibration coefficient $a$ and the model with deviatoric residual stress field results in calibration coefficient $b$. Both models are evaluated for ten depth-step increments of 0.1mm until a final hole depth of 1mm is reached. The relaxed strains for each depth-step are evaluated and the calibration coefficients are determined. In Table 2 the calibration coefficients determined with the 3D-model are shown. The results for elastic-plastic material behavior are also already mentioned.

When a comparison is made between the calibration coefficients obtained by the 3D model with linear-elastic material behavior and the coefficients specified in ASTM, the results should be the same. However, the calculated coefficients from the 3D model with linear-elastic material behavior are on average 4% smaller than the theoretical ones tabulated in ASTM. The difference becomes larger when the hole depth increases and is caused by the location of the strain gauge rosette on the surface. The relaxed strain at deeper hole depth increments has less contribution to the strain response since the distance to the strain gauge rosette increases when reaching deeper hole depths. The determination of the calibration coefficients is dependent on geometric variables including plate thickness, hole diameter and drilling depth. Errors in strain measurement, hole depth and geometry cause also a difference between calculated and theoretical calibration coefficients. The level of uniform residual stress applied in the model also influences the calibration coefficients. Aoh and Wei
[8] have shown that calibration coefficient $a$ becomes ill conditioned faster than calibration coefficient $b$ which can also be noticed in Table 2.

When a comparison is made with calibration coefficients obtained from other studies [8], similar trends and error rates were observed in the experimental calibration by different research works. It is therefore concluded that the coefficients calculated with the specified 3D FEM model are in agreement with the conventional coefficients of the incremental hole-drilling method. Therefore, this model will be used to determine the effect of plasticity on residual stresses obtained by the incremental hole-drilling method.

Table 2. Calibration coefficients

<table>
<thead>
<tr>
<th>Hole depth [mm]</th>
<th>Calibration coefficient $a$</th>
<th>Calibration coefficient $b$</th>
<th>Calibration coefficient $a$</th>
<th>Calibration coefficient $b$</th>
<th>Calibration coefficient $a$</th>
<th>Calibration coefficient $b$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.015</td>
<td>0.028</td>
<td>0.016</td>
<td>0.028</td>
<td>0.016</td>
<td>0.027</td>
</tr>
<tr>
<td>0.2</td>
<td>0.036</td>
<td>0.066</td>
<td>0.037</td>
<td>0.065</td>
<td>0.036</td>
<td>0.062</td>
</tr>
<tr>
<td>0.3</td>
<td>0.059</td>
<td>0.110</td>
<td>0.058</td>
<td>0.108</td>
<td>0.056</td>
<td>0.102</td>
</tr>
<tr>
<td>0.4</td>
<td>0.083</td>
<td>0.155</td>
<td>0.079</td>
<td>0.153</td>
<td>0.076</td>
<td>0.144</td>
</tr>
<tr>
<td>0.5</td>
<td>0.104</td>
<td>0.200</td>
<td>0.097</td>
<td>0.197</td>
<td>0.094</td>
<td>0.186</td>
</tr>
<tr>
<td>0.6</td>
<td>0.124</td>
<td>0.242</td>
<td>0.113</td>
<td>0.238</td>
<td>0.109</td>
<td>0.225</td>
</tr>
<tr>
<td>0.7</td>
<td>0.140</td>
<td>0.280</td>
<td>0.125</td>
<td>0.276</td>
<td>0.122</td>
<td>0.260</td>
</tr>
<tr>
<td>0.8</td>
<td>0.154</td>
<td>0.314</td>
<td>0.135</td>
<td>0.309</td>
<td>0.131</td>
<td>0.292</td>
</tr>
<tr>
<td>0.9</td>
<td>0.165</td>
<td>0.343</td>
<td>0.143</td>
<td>0.338</td>
<td>0.139</td>
<td>0.319</td>
</tr>
<tr>
<td>1</td>
<td>0.173</td>
<td>0.370</td>
<td>0.148</td>
<td>0.363</td>
<td>0.144</td>
<td>0.341</td>
</tr>
</tbody>
</table>

Fig. 6. Comparison between linear-elastic and elastic-plastic material behavior

Elastic-plastic material properties. A comparison is made between the calibration coefficients obtained with linear-elastic and elastic-plastic material properties and the results are shown in Fig. 6. It shows that calibration coefficients are both smaller for the elastic-plastic material behavior. The difference between linear-elastic and elastic-plastic values also increases when the hole depth is increased. A smaller calibration coefficient means that the residual strains and their corresponding residual stresses are lower than the theoretical ones. Taking the effect of plasticity into account, the residual stresses are lower than expected. This means that the residual stresses obtained under the
assumption that the material behavior is linear-elastic are an overestimation. For calibration coefficient $a$, the mean error rate between linear-elastic and elastic-plastic material behavior is 2.74% while the mean error rate for calibration coefficient $b$ is equal to 5.37%. The effect of plasticity is larger for deviatoric residual stress fields.

**Conclusion**

The hole-drilling procedure is simulated for a uniform in-depth residual stress field and the effect of plasticity is determined based on calibration coefficients. Lower residual stresses are present when elastic-plastic material behavior is assumed. The plasticity introduces relaxation of the material and by ignoring this, the residual stresses will be overestimated by specifying linear-elastic material behavior.
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\textbf{Abstract.} Based on acoustoelasticity theory, the relationship between ultrasonic and stress in mechanical component is researched. Further, the principle, method and technology of exciting ultrasonic critically refracted longitudinal wave is analyzed. In order to ensure that test results are exact and realization of quantity traceability, the calibration technology of ultrasonic testing residual stress is studied. At last, the ultrasonic stress testing and calibration system is established. This technology now is widely used in testing residual stress in high-speed rail and petroleum pipeline.

\textbf{Introduction}

Residual stress greatly influences the service performance of practical engineering components, notably their strength, fatigue life, and dimensional stability. The fatigue life of metallic materials can be extended by the near-surface macroscopic compressive residual stresses that retard fatigue crack initiation and crack growth. Thus, it is important to know the magnitudes of these stresses, and to account for them during the design process. However, the “locked-in” character of residual stresses makes them challenging to measure, because there are no external loads that can be manipulated.

The engineering properties of materials and structural components, notably fatigue life, distortion, dimensional stability, corrosion resistance, and brittle fracture, can be considerably influenced by residual stresses\textsuperscript{[1]}. Such effects usually lead to considerable outlays in the repair and restoration of parts, equipment, and structures. Accordingly, residual stress analysis is an essential stage in the design of parts and structural elements, and in the estimation of their reliability under actual service conditions\textsuperscript{[2]}.

Measurement of the actual stress in a structure or component is of great importance in all areas of engineering\textsuperscript{[3]}. Non-destructive methods offer the obvious advantage of specimen preservation, and are particularly useful for production quality control and measurement of detailed calibrations on representative specimen material to valuable specimens. However, these methods commonly require provide the required computational data. A promising non-destructive method for subsurface stress measurement uses an acoustic transducer as an ultrasonic strain gauge. In this approach, ultrasonic measurements are taken before and after the specimen is subjected to stress\textsuperscript{[4]}.

\textbf{Principle of residual stress testing}

\textit{The testing theory of acoustoelasticity}

Acoustoelasticity theory is one of the main bases of ultrasonic stress testing. Acoustoelasticity theory is based on the finite deformation of continuum mechanics to study the relationship between the elastic solid stress state and the macroscopic elastic wave velocity. Based on the four basic assumptions of acoustoelasticity, the elastic wave equation (acoustoelasticity equation) in stress medium under initial coordinates can be obtained\textsuperscript{[5]}.
\[
\frac{\partial}{\partial X_j} \left[ (\delta_{ik} t_{ik} + C_{ijkl}) \frac{\partial u_K}{\partial X_L} \right] = \rho' \frac{\partial^2 u_j}{\partial t^2}
\]  

(1)

Where \( \delta_{ik} \) is Kronecker delta function, \( \rho' \) is the density of the solid in the loading condition, \( u_j \) is the dynamic displacement, \( X_j \) is the particle position vector, \( C_{ijkl} \) is the equivalent stiffness, which depends on the material constant and the initial displacement field and \( t_{ik} \) is the Cauchy stress shown in the initial coordinates under the solid loading state.

In the case of homogeneous deformation and the solid is isotropic, Eq. (1) can be analytically expressed. Therefore, the equation for the ultrasonic propagation velocity and stress in solid can established in Cartesian coordinates \([6]\). For the longitudinal wave which propagates along the stress direction:

\[
\rho_0 V^2 = \lambda + 2\mu + \frac{\sigma}{3\lambda + 2\mu} \left( \frac{\lambda + \mu}{\mu} (4\lambda + 10\mu + 4m) + \lambda + 2l \right)
\]

(2)

In Eq. (2), \( \lambda \) and \( \mu \) are the Lame elastic constants; \( l, m, n \) are the Murnaghan elastic constants; the elastic constants of different materials are shown in Table 1 \([7]\). \( \rho_0 \) is the density of the solid before deformation; \( \sigma \) is the stress applied in one direction (tensile stress is positive and compressive stress is negative); \( V \) is the velocities of the longitudinal wave.

| Table 1. Lame and Murnaghan constants of the materials, unit [GPa]. |
|--------------------|----------------|---------------|------|------|------|
| Material           | \( \lambda \) | \( \mu \)  | \( l \) | \( m \) | \( n \) |
| Steel (1045)       | 120           | 79           | -179 | -496 | -628 |
| Aluminium (6061)   | 62            | 26           | -201 | -305 | -300 |
| Copper (99.9%)     | 104           | 46           | -542±30 | -372±5 | -401±5 |

The testing principle of ultrasonic LCR wave method

When a longitudinal wave propagates from a medium in which the wave velocity is slower to a medium in which the wave velocity is faster, according to the Snell law, there is an incidence angle that makes the refraction angle of the longitudinal wave equal to 90°. A longitudinal wave with a refraction angle equal to 90° is called the critically refracted longitudinal wave (L_{CR} wave). The angle of incidence is the first critical angle.

We obtain the relationship between the longitudinal wave velocity that propagates along the stress direction and the stress, as shown in Eq. (2). In the actual detection, the distance between the transmitting and receiving transducer is fixed, and we can reflect the change of the sound velocity by calculating the change of the sound time and then determine the acoustic elastic effect. From Eq. (2), we can obtain the relationship between the stress variation and the changing time of sound propagation:

\[
d\sigma = K \cdot dt
\]

(3)
\[ K = \frac{-2V_0(3\lambda + 2\mu)}{(\frac{4\lambda + 10\mu + 4m}{\mu} + \frac{2l - 3\lambda - 10\mu - 4m}{\lambda + 2\mu})L} \]

Where, \( K \) is stress coefficient of measured component, the unit is MPa/ns; \( \Delta t \) is the time variation under the condition of stress; \( L \) is the distance between the transmitting and receiving transducer, \( V_0 \) is the longitudinal wave velocity under the condition of zero stress.

**System of residual stress testing**

Schematic diagram of the testing system needs to meet the requirements are shown in Figure 1. It mainly includes specialized ultrasonic transducer, ultrasonic transceiver, temperature sensor and transmitter, automatic scan device, trigger and data collector, portable industrial control computer and corresponding algorithm software, calibration block, etc. The index of residual stress test system as follows: Detection range \( \pm \sigma_s \) \( (\sigma_s \) is the yield strength of tested material); test resolution is \( \pm 20\text{MPa} \); temperature range: 0°~40°; test depth: 0.5~10mm.

![Fig. 1 Schematic diagram of residual stress testing system](image)

**Experiment studies**

**Residual stress testing for pipeline weld joint**

Using the ultrasonic testing system to test residual stress of China's East-West pipeline, and evaluate the dangerous areas in pipeline, as shown in Fig. 2. The material of pipeline is X70 steel, and welding procedure is manual arc welding. We tested residual stress around straight weld joint in a section of pipeline. In order to verify the accuracy of the test results, a hydrostatic test has been carried out. From the Fig. 3, it is observed that the blasting place is consistent with the dangerous area evaluated by ultrasonic method.
Residual stress testing for steel pipe inner surface

The subject in this experiment is a steel pipe whose diameter is 105 mm, wall thickness is 20 mm. The material of pipe is 685 steel, and tested length is 4 m. We test eight angles such as 0°, 45°, 90°, 135°, 180°, 225°, 270° and 315°. Every time, ultrasonic testing probe fixed in auto creeping mechanism moves along one of eight direction. Test residual stress while ultrasonic testing probe moves 40 mm. Finally, the residual stress distribution of steel pipe inner surface is shown as in Fig. 4.

Residual stress testing for rail

According to acoustoelasticity theory, we successfully accomplished the experiment of the residual stress of rail detection.
The detection sensor used in this testing is shown in Fig. 5, which functions in the mode of pitch and catch. This detection sensor is composed of sound wedge and two ultrasonic transducer. Also, the distance of the inspiring and receiving ultrasonic transducer can be adjusted. Similarly, the angle of the ultrasonic transducer can also be adjusted. This will ensure the good coupling of the sensor and the sample and improve the detection accuracy.

As a rule, if the residual stress is in a state of compression, the rail is safe. Otherwise, it’s in unsafe working condition. If the tensile stress is close to 1/3 of the material yield strength, the rail is in dangerous condition. If the rail tensile stress is more than half of the yield strength, it is a very dangerous state. Thus, we need continuous monitoring when it works. If tensile stress is more than 2/3 or 3/4 of its yield strength. The rail is in a critical state of crack, we must stop its work.

**Conclusion**

1. Based on acoustoelasticity theory, the principle of residual stress ultrasonic testing is analyzed. The stress sensitivity of different types of ultrasonic are compared, and it is obtained that longitudinal wave propagation along the stress direction is most sensitivity.
2. According to theory of LCR wave, residual stress ultrasonic testing system for pipe and rail component is built.
3. The residual stress in pipeline welding line, inner surface of steel pipe and rail are tested. Through hydrostatic experimental, the accuracy and practicability and universally application fields of the ultrasonic method can be verified.
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Abstract. Deep Cold Rolling (DCR) process is used in various industries to improve the fatigue life of metallic parts by introducing work hardening, deep layer of compressive residual stresses and polished surface finish. In this paper, the influences of the angled design for a hydrostatic tool and its indentation depth to impart compressive residual stresses are studied and compared to its straight tool counterpart for treatment of IN718 material. Residual stress depth profile measurements, using the XRD technique, were employed to determine differences caused by using the angled and straight tool design. Higher rolling forces are measured in an angled tool design with a high indentation depth as compared to a straight tool design caused by the slip stick effect on the internal parts of the tool. This leads to high plastic deformation in the test material significantly affecting the compressive residual stress depth profile depending on its existing state.

Introduction

Aero engine metallic parts experience high levels of mechanical and thermal loading, high and low cycle fatigue and foreign object damage (FOD)[1] in service that can lead to early retirement. Suitable mechanical surface treatments applied onto aero engine metallic parts can prolong fatigue life, improve wear resistance and avoid stress corrosion by introducing work hardening, deep compressive residual stresses and polished surface finish[1,2].

Commonly used mechanical surface treatments in the aero engine manufacturing industry are shot peening (SP) and laser shock peening (LSP). Deep cold rolling (DCR), another mechanical surface treatment, uses a rolling ball element that is pressed at high pressure against a metallic part to impart a deep layer of compressive residual stress. Its process parameters that significantly affect the mechanical properties are hydrostatic pressure, rolling tool, contact angle of the tool, stepover, feed rate, yield strength and geometry of the material[6,7]. DCR is a cost effective localised treatment process that can be easily integrated to a robot arm or CNC platform. SP and DCR, are capable of generating high dislocation densities in the near surface regions that inhibit crack initiation although the residual stresses tend to relax faster when the part experiences high temperatures[1,3,4,5]. Deep compressive residual stresses are achieved through LSP and DCR, which help to arrest the crack during the crack propagation stage after FOD impacts and corrosion damages[1,2]. The ability of DCR to generate high cold work at the near surface as well deep compressive residual stresses makes it a good choice for mechanical surface treatment. DCR creates a nanocrystalline surface layer in the range of 3μm[4]. The nanocrystalline structure acts as a good resistance to fatigue crack initiation up to a moderate temperature but deteriorates the creep resistance at elevated temperature[4].

The magnitude of the rolling force applied on to the part is a combined effect of the hydrostatic pressure, ball diameter and contact angle of the tool and the part geometry. Higher rolling force imparts the maximum and deeper layer of compressive residual stresses. When the part has reached its work hardened state, the high rolling forces will shift the maximum compressive stresses deeper in the material’s depth thereby reducing the compressive stress state at the surface[1,2,7,8,9]. Severe
rolling on a work hardened material will cause tensile stress state at the surface, which is called near surface work softening[2] or cycle softening[1], resulting in a negative effect of decline in hardness and fatigue life and poor surface finish. The factors affecting severe rolling are high rolling force, lower step over value and number of treatment passes[7,8].

The angled tool design is suitable for a curved geometry if the available platform is 3-axis CNC and a complex internal geometry using multi axis CNC and robot. However, during the process application development stage, when the component geometry is unknown or due to the platform limitations, DCR tool design is not considered. In this paper, the influences of the angled design for a hydrostatic tool and its indentation depth to impart compressive residual stresses are studied and compared to its straight tool counterpart for treatment of IN718 material. Residual stress depth profiles are measured by XRD technique.

**Experiment and Measurement Procedures**

**Process Platform Selection and Experiment Plan.** The DCR process is integrated with a robot (ABB model no. 6660), which is robust and suitable to handle high process forces. The DCR tool used in the experiment is a hydrostatic single ball point tool with a burnishing ball diameter Ø6.3mm from Ecoroll AG Werkzeugtechnik. Two variants of the hydrostatic tool were used, straight and angled design as shown in Fig. 1. The angled design is indexed to 15deg so that its burnishing ball element is normal to surface when used in the experiments. A hydraulic pump unit supplies pressurised coolant in the range of 50 to 400 bar to the tool, thereby activating its constant stroke length of 6mm. The burnishing ball element is made of Tungsten Carbide, which has a higher bulk modulus than the IN718 specimens. The IN718 test material is machined into flat specimens of dimensions 80mm (L) X 20mm (W) X 10mm (H). The test specimens are annealed first to relieve the stress.

![Fig. 1 Single point tool angled variant (a) straight variant (b)](image)

The first experiment set is the track width trials in which track lines caused by plastic deformation for various pressure settings, tool indentation depth and tool design are drawn on the IN718 test piece. The step over, the distance between the subsequent track line in a surface area treatment for a required overlap, is calculated from the track width data.

**Table 1 DCR process factors and the selected levels for the 1st and 2nd experiment sets.**

<table>
<thead>
<tr>
<th>Process Factors</th>
<th>1st Experiment Set Levels</th>
<th>2nd Experiment Set Levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pressure [bar]</td>
<td>100, 200, 300, 400</td>
<td>200, 400</td>
</tr>
<tr>
<td>Indentation Depth [mm]</td>
<td>2, 3, 4</td>
<td>2, 4</td>
</tr>
<tr>
<td>Tool Design</td>
<td>Straight, Angled</td>
<td>Straight, Angled</td>
</tr>
<tr>
<td>Feed Rate [mm/min]</td>
<td>1000</td>
<td>1000</td>
</tr>
</tbody>
</table>

The second experiment set is for the surface area treatment on the IN718 test pieces for various pressure settings, tool indentation depth and tool type. A zig zag tool path was adopted for the trials.
Track Width Measurement. The track width is measured in microscopic images of treated test pieces captured using Zeiss Stemi 2000 and is used to determine the step over value for a required overlap of 90%.

Rolling Force Measurement. The rolling forces in three directions are measured online during the track width trials with a Kistler dynamometer type 9129AA, which is fixed underneath the processed IN718 test specimen.

Surface Roughness Measurement. The surface roughness is measured using the Taylor Hobson Talysurf stylus profilometer and the measurements are taken in longitudinal (along the rolling) and transverse (perpendicular the rolling) directions.

Residual Stress Measurement. The residual stresses are measured using Stresstech’s Xstress 3000 G3R X-ray Diffraction (XRD) in longitudinal and transverse directions. The measurement mode is modified-\(\chi\) using two detectors with the 2\(\theta\) angle set at 156° and the residual stresses are calculated using the sin\(^2\)\(\psi\) method. The elastic constants for IN718 were Young’s modulus = 207.6 GPa and Poisson’s ratio = 0.29

Layer removal at the measurement location for the subsurface residual stress measurement is by electrochemical polishing, using a mixture of perchloric acid and methanol. There is no additional stress induced due to the layer removal by electrochemical means, but stress relaxation occurs resulting in redistribution and are corrected using a standard Moore & Evans method[10]. The layer removal and the subsequent residual stress measurements are carried out up to the depth of 200\(\mu\)m.

Results and Discussions
The averaged normal direction rolling force is the force acting downward on the test material and it is averaged for the distance of the track width line and the measurements are shown in Fig. 3a. The pressure has an obvious dominance on the rolling force because it increases the contact area of the burnishing ball on the test material. The increase in rolling force remains constant for the straight tool design with varied indentation depth while higher force is measured in the angled tool design as a result of slip stick effect due to the inner sealing and other internal parts that are sliding over each other in the tool.

In the track width comparison plot shown in Fig. 3b, the track width is increased by the pressure causing the burnishing ball to indent deeper in the test material. The track width of the angled tool design is higher compared to the straight tool design; this is because of the higher force in the angled tool. The stability of the angled tool is increased by the indentation depth resulting is higher track width while the straight tool design is stable throughout.
The initial surface roughness Ra was 0.06µm in the longitudinal and 0.47µm in the transverse directions. The Ra measured after DCR is 0.02µm and it is identical in the longitudinal direction for varied pressure, indentation depth and tool type with a fixed overlap of 90%. For transverse direction, the Ra for 400 and 200 bar pressures are 0.17µm and 0.09µm respectively with negligible effects from indentation depth and tool type.

The residual stress depth profile measured after DCR treatment in Fig. 4 and 5 shows transverse direction stresses were higher than the longitudinal direction. In Fig 5a, the maximum residual stresses for 200bar pressure are -780MPa in longitudinal and -1060MPa in transverse directions and were measured at the depth of 100µm and 50µm respectively. In Fig. 5b, the maximum residual stresses for 400bar pressure are -750MPa in longitudinal and -1075MPa in transverse directions and were measured at the depth of 110µm and 100µm respectively. In Fig. 4 and 5, there is an increase in maximum compressive residual stress in transverse direction for the 200bar and 400bar pressure in an angled tool with high indentation depth compared to straight tool. In Fig 5b, there is an increase in the surface compressive residual stress in the transverse direction for 400bar pressure in an angled tool with high indentation depth compared to straight tool. It is observed that the maximum compressive residual stress profile for angled tool was shifted deeper into material depth due to the high rolling force as seen in Fig. 3a.

The increase in the surface and sub surface compressive residual stresses and the consistent surface roughness Ra are required to be further investigated with fatigue analysis, to evaluate the significance of high rolling force from the angled tool type with varied indentation depth. The influence of the angled tool design should be carefully studied using residual stress and force measurements for pressure greater than 400 bar or different ball diameter and the angle of the tool body, to investigate if high rolling force can cause cycle softening at the surface, leading to reduction in compressive residual stress which is detrimental to fatigue life.

Fig. 3 Averaged normal direction rolling force (a) and track width (b)
Fig. 4 Residual stress depth profiles for 200bar pressure (a) and 400bar pressure (b) with 2mm indentation depth

Fig. 5 Residual stress depth profiles for 200bar pressure (a) and 400bar pressure (b) with 4mm indentation depth

Summary and conclusion
DCR experimental trials were conducted using Ø6.3mm ball diameter tool that has two variants, a straight and an angled tool design, to study the effects on the averaged normal direction rolling force, and residual stress depth profiles caused by the tool design and its indentation depth. In the track width and average rolling forces analysis, the angled tool caused higher track width for increasing indentation depth and rolling pressure corresponding with the high rolling force measured. Its effect
on the residual stress depth profile is an increase in the surface compressive stress and maximum compressive stress for transverse direction using 400 bar pressure. The surface roughness Ra is not affected by the high rolling force. Fatigue analysis is proposed to study the influence of the increase in compressive residual stress profile using the angled tool design as a result of high rolling force with varied indentation depth.
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Abstract. Deep rolling is a mechanical surface treatment, which main aim is to increase the fatigue life of components by reducing their roughness, increasing the surface hardening and inducing compressive residual stresses. The increase of certain process input parameters such as the applied pressure or the number of overturns leads directly to the raising of the induced compressive residual stresses. Nevertheless, a saturation point is always achieved, where the further increase of the parameters’ levels does not change the induced residual stresses. For other mechanical surface treatments, like shot peening, several pre-stress techniques were employed in order to further increase the induced residual stresses without raising the shot intensity or the coverage percentage. Pre-stressed shot peening with the means of bending or torsion is an established processing. Up to now, a few investigations are available regarding the pre-stressing techniques applied to deep rolling. Therefore, this paper offers a newly designed finite element model, built to calculate the induced residual stresses by bending, consequent deep rolling and springback. A four point bending setup with different pre-stress levels was employed and the influence of pre-stress levels on the induced residual stresses was investigated. Additionally, the applied deep rolling pressure was also varied in order to optimize this hybrid processing. At the end, the anisotropy of the induced longitudinal and transverse residual stresses due to the bending and deep rolling was analyzed.

Introduction
Manufacturing processes that selectively induce compressive residual stresses (CRS) in the critical areas of highly loaded components are gaining increasing importance as design tool as they are able to increase components’ fatigue strength. Several processes like shot peening, hammering and autofrettage are well established and have the ability to introduce CRS from several hundred micrometers to few millimeters in depth. Among these processes stays the deep rolling (DR), which is a recognized surface mechanical treatment that attracted the interest of the scientific community in the thirties of the last century. It has the advantage that along with the induced CRS, it reduces also the roughness, thus preventing new crack formations. All mechanical surface treatments mentioned above have in common that the raise of certain input parameters leads directly to higher and deeper induced CRS. Nevertheless, there is always a saturation level where the further increase of the input parameters does not lead to raising of the CRS and can even result in tensile residual stresses at the surface [1]. Some changes in the initial boundary conditions give the possibility to further exploit the capabilities of the mechanical surface treatments. For example, processing at elevated workpiece’s temperatures leads to an increase of the induced CRS [2, 3] and longer fatigue life [2], while the decrease of the workpiece’s temperature below room temperature results in higher hardness and hardness penetration depth of the treated components [4].

Another change in the initial boundary conditions can be a mechanical pre-stressing (PS) of the workpiece. The mechanism of the PS (in case of positive pre-loading) is the following: an
external stress that causes elastic deformation is applied to the workpiece while the mechanical surface treatment is performed. When the PS is released, it causes a deformation in the direction opposite to the initial PS. This means that the PS adds CRS, increasing linearly from the center of the specimen towards the treated surface. The result is shifting in depth of the point, where the transition between compressive and tensile residual stresses is and thus the area loaded with CRS expands. PS mechanical surface treatments can be applied to any highly stressed parts which are exposed to operational bending or torsion, like leaf springs, Belleville springs, coil springs, torsion bars, propeller shafts, etc. The applied PS can be tension, bending or torsion.

The interest for the development of mechanical surface treatments in order to further increase their effectiveness rose in the forties of the last century. Staub and May [5] introduced an innovative process called stress peening, where the specimen is statically stressed in the direction of the operational loading during the conventional shot peening. They performed fatigue tests on not-shot peened, conventionally shot peened and PS shot peened specimens and observed an increase of the minimum fatigue life of the shot peened specimens by an average of 350% while the PS shot peened specimens showed a minimum fatigue life 740% longer than the one of not-shot peened specimens. Barrett et al. [6] investigated the effect of the elastic PS on the magnitude of CRS induced by PS shot peening of aluminum plates. They bent their specimens at 87% of the yield strength of the material and found out that the peak of CRS in the direction longitudinal to the bending curvature was enhanced from 405 MPa for the not-stressed plate to -594 MPa for the PS plate (app. 47% improvement). Nevertheless, the depth of the achieved CRS did not change with the application of a PS. In the perpendicular direction, the measured residual stresses were lower than the ones in longitudinal direction and even lower than those measured in not-stressed treated specimen. Xu et al. [7] studied the influence of the direction (positive or negative) of the PS on shot peening. They bent their specimens at +38%, +57%, +76% and -75% of the material’s yield strength and found out that the positive bending increased the endurance limit while the negative bending significantly decreased the endurance limit, even compared with not-shot peened specimens. The measurements of the surface and depth distribution of residual stresses showed that enhancing the positive bending results in higher surface-, higher magnitude- and greater depth of the induced CRS. On the contrary, the negatively bent specimen showed no presence of CRS but rather low tensile residual stresses. Some experiments were also made about the PS of a workpiece for the deep rolling process. Müller [8] applied bending using a four point bending setup and performed consecutive DR treatment in directions longitudinal and transverse to the bending. In the longitudinal variant, the induced surface CRS did not change with the increasing PS level. Still, the enhancing of the PS led to deeper distributed CRS, which for PS at 80% were still negative at 1 mm depth. The transverse variant resulted in a quite different residual stress distribution. The surface stresses raised significantly (more than 100% for 80% bending), while in depth the zero stress plateau remained unchanged at 0.80 mm depth.

Despite the available experimental data about the PS mechanical surface treatments, the prediction of the residual stress distribution still is a challenging task, when varying the numerous input parameters. The residual stress investigation is always supported by time-consuming and expensive experimental measurements. It is well known that finite element modeling (FEM) is a powerful supplement to the experimental work as it offers the opportunity to solve complex engineering problems and to simulate different types of processing. Several attempts were made to simulate the DR process [9-11] and the results qualitatively and partly quantitatively fitted the experimental verifications. Therefore, this paper offers a newly designed finite element modeling of a hybrid processing, namely elastic bending using four point bending set up, consecutive DR treatment and a springback. The model is able to calculate the resulting residual stresses for different values of bending magnitude and applied DR pressure.
Finite Element Modeling Setup
The FEM used in this paper consists of three parts. First, an elastic four-point bending at levels 30%, 60% and 70% of the material’s yield strength was performed using the standard module of ABAQUS CAE 6.14. Then, with the means of pre-defined field, the PS was determined as an initial stress state for the DR treatment (DR pressure applied on the DR tool was at levels 20 MPa, 30 MPa and 40 MPa), performed in ABAQUS CAE 6.14 explicit. The final springback operation was made in ABAQUS standard, using a pre-defined field from the DR operation. The material assigned for the workpiece was AISI 4140 steel with Young’s modulus of 210 GPa, Poisson’s ratio 0.28, Yield strength of 997 MPa and ultimate strength of 1144 MPa. The applied material model was elastic-plastic with bi-linear kinematic hardening, described in details in [10, 11]. The geometry of the workpiece was a plate with dimensions: length = 18 mm, width = 3.75 mm and thickness = 2 mm. The DR tool consisted of a sphere modeled as a rigid body of diameter = 3 mm. The DR process was applied along the bending curvature on the tensile side of the bending set up. Concerning the meshing of the workpiece, structured C3D8R hexahedral elements were used. A convergence study was performed, where the results from the FEM of the bending step were compared with the analytical solution of the bending. A progressive meshing strategy was employed to obtain more accurate results in the areas of interest, using a smallest element size of 0.04 mm and a biggest size of 0.1 mm. The FEM results differed from the analytical solution with 2.25%, which is an acceptable error. Due to the complexity of the FEM, numerous boundary conditions were assigned. During the bending and the springback, the workpiece was restrained at the two supports of the four-point set up. The face opposite to the one on which the DR is applied was encastred during the DR process. The DR tool was only allowed to move in the vertical direction during the application and the release of the DR pressure but was free to rotate along the DR path during its movement. The DR treatment was performed with a constant velocity of 1 mm/s and the friction coefficient between the workpiece and the DR sphere was assigned to 0.1.

Results and Discussion
Fig. 1 shows the residual stress vs. depth profiles w/o PS and with 30% PS after DR pressure variation.

![Fig. 1 – Residual stress vs. depth profiles for 30% PS, DR pressure variation, a) longitudinal direction and b) transverse direction](image-url)

Fig. 1 a) illustrates the longitudinal (along the DR trace) residual stresses, while Fig. 1 b) the transverse (transverse to the DR trace) residual stresses. The typical DR anisotropy of the stresses in both directions is clearly visible here. The anisotropy is noticeable with- as well as w/o PS. It can be noticed that in both directions, increasing the PS does not enhance the maximum of CRS. However, there is a significant raise in the depth of CRS in the longitudinal direction which reaches 650 µm for a PS of 30% and DR with a pressure of 40 MPa. In the transverse direction, the depth of CRS raises with increasing PS levels but the surface residual stresses deteriorate with the application of PS.
Fig. 2 displays the residual stress vs. depth profiles after DR pressure variation with and w/o PS of 70 %. Here, it is also noticeable that the improvement in the CRS field is higher in the longitudinal direction. Even the surface stresses aggravate slightly, the CRS depth increases to 0.8 mm when raising the PS level. For the transverse direction, the PS reduces the surface- and the maximum of the residual stresses but still has a positive effect on induced CRS in depth.

![Fig. 2 – Residual stress vs. depth profiles for 70 % PS, DR pressure variation, a) longitudinal direction and b) transverse direction](image)

In Fig. 3 are plotted the longitudinal residual stresses after variation of the PS level, as the observation was made that the CRS in the direction along the bending curvature/DR trace augment more than these in the transverse direction.

![Fig. 3 – Longitudinal residual stress vs. depth profiles for different PS levels, a) DR pressure 20 MPa and b) DR pressure 40 MPa](image)

At DR pressure of 20 MPa, see Fig. 3 a), the depth of CRS increases significantly for PS of 30 % and 60 %, and reaches a saturation point at 70 %, where almost no further improvement is observed. For the DR pressure of 40 MPa, shown on Fig. 3 b), the improvement when applying PS is not so strong but it must be taken into account that the CRS level w/o PS is higher than that at 20 MPa.

In Fig. 4 are represented the calculated areas under the curve for the tensile and compressive residual stresses for the longitudinal and transverse residual stresses profiles. In the longitudinal direction (Fig. 4 a)), the variation of the DR pressure and the PS level has no influence on the tensile residual stresses. However, by looking at the CRS, two observations can be made: first, higher DR pressure results in a higher amount of CRS and second, raising the PS level also enhances the CRS. Still, a saturation point is visible at 40 MPa, where the change in the PS has almost no impact on the CRS. The transverse residual stresses areas are plotted in Fig. 4 b). Here, it is obvious that increasing the DR pressure as well as the PS leads to higher tensile stresses while the CRS remain almost intact.
Fig. 4 – Calculated residual stress areas, variation of the PS, variation of the DR pressure, 
a) longitudinal residual stress areas and b) transverse residual stress areas

The results shown in this paper are expected and can be explained by the following realizations. To begin with, the observed anisotropy of the residual stresses induced in longitudinal and transverse directions by the DR process w/o PS is well described in many publications [12, 13]. The plastic deformation mechanism and shrinkage of the material after releasing of the DR pressure is always different in the both directions. Second, when applying a PS and DR in the same direction, the springback superimposes with the shrinkage of the material, thus shifting the CRS to greater depths. Therefore, the enhancement due to the PS is greater in the longitudinal direction (along the DR path/bending curvature). Müller [8] measured the stresses in both directions and observed the same trends. In the presented investigations was also modelled a pre-stressed DR in a direction which is transverse to the bending curvature. The results showed almost no enhancement of the CRS field and at higher PS levels high sub-surface tensile residual stresses appeared.

Summary and Conclusion
This paper introduced a newly designed finite element model of a hybrid mechanical surface treatment consisting of elastic PS using a four point bending setup, consecutive deep rolling treatment and a springback. The model offered the possibility to vary the applied PS and the DR pressure and to investigate the resulting surface and depth residual stresses. The DR treatment was applied along the bending curvature on the positively (tensile) loaded side of the workpiece. The resulting residual stresses in the directions longitudinal and transverse to the DR treatment were analyzed. Some important findings were concluded: it was observed a strong anisotropy in the stresses induced in longitudinal and transverse directions even w/o PS. This can be explained by the different portions of the plastic stretching in both directions. An enhancing of the CRS in the longitudinal direction was found by both increasing the DR pressure and PS level. Still, at higher DR pressures the PS had less impact than at lower DR pressures. In the transverse direction, the PS had minor effect on the CRS and resulted in slightly higher tensile residual stresses at the surface. The calculated areas under the curve of the tensile- and compressive stress vs. depth profiles confirmed these findings and gave a general overview of the interactions between the applied input parameters (DR and PS) and the resulting stresses. It can be concluded that the tensile PS has an enhancing effect on the CRS layer in longitudinal direction induced by DR. The surface tensile residual stresses in transverse direction have deteriorating influence regarding the surface crack initiation. Still, the presence of thicker CRS layer can lead to the so-called “crack-arrest” and to retard the crack propagation. The maximum of the CRS is still limited by the yield strength of the material but it can be achieved at lower DR pressures, which will result in lower deformations induced during the processing.
References
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Abstract. Weld cladding of low alloy carbon steel generates compressive residual stress in the clad layer, in turn potentially improving resistance to fatigue failure, depending on the material used for cladding. The current paper summarises the results of investigations on the magnitude and distribution of residual stress in these weld clad components, undertaken using different techniques including X-ray diffraction, and incremental centre hole drilling based on both strain gauge rosettes and electronic speckle pattern interferometry. Results confirm the presence of tensile residual stress when cladding with Inconel 625 beyond the initial clad profile and compressive residual stress when cladding with 17-4 PH steel. The complementary nature of XRD and hole drilling techniques is highlighted with considerations regarding the weld clad profile and stress distribution with depth. Modelling of residual stress induced by weld cladding using a thermal transient analysis is presented. Simplification of the weld cladding process is shown to provide good correlation with experimentally measured residual stress. Complexities in modelling material behaviour and hence accurate prediction of residual stress are discussed. Chemical composition of the weld into the heat-affected zone and substrate is presented for both weld clad materials, highlighting the effects of alloying and diffusion on chemical composition. Given the complexities in obtaining accurate thermo-mechanical material properties required for modelling, and that residual stress profiles are measured to a limited depth into the clad layer, recommendations are made for the continuation of both experimental and simulation studies.

Introduction

Residual stresses present in a component post-manufacture prior to loading, are of crucial importance to ensure accurate determination of the performance of a component in service. Such stresses are described as arising due to misfits between regions, different parts or different phases [1]. Unprocessed raw materials will invariably contain residual stresses, with manufacturing processes acting as additional sources of residual stress resulting in alteration of the distribution and status of residual stress. The understanding of these elastic, self-equilibrating stresses requires knowledge of the processes experienced by the component (e.g. heat treatment, mechanical work or joining), and the extent to which these processes alter the residual stress magnitude and distribution.

Residual stresses can be categorised as macro and micro residual stresses. Macro stresses are those that are present at scales comparable to the size of the component, also known as Type I residual stress, whilst micro stresses are in the scale of several grains (Type II) and atomic scales (Type III) [2]. These stresses arising due to elastic strain energy in the lattice structure of a material can act as a driving force for crack initiation and accelerate crack propagation. It is commonly known that the presence of tensile residual stresses negatively impacts fatigue life, whilst the presence of compressive residual stresses are beneficial for fatigue life. The presence of a compressive residual stress is therefore particularly beneficial at the surface of a component where operational stresses are
often highest. Upon superpositioning of the residual stresses with cyclic operational stresses, the entire stress cycle would ideally remain in the compressive region, resulting in retardation of crack propagation. Crack initiation is however thought to be uninfluenced by the presence of compressive residual stresses \[3\]. Compressive residual stresses can improve corrosion performance and resistance to stress corrosion cracking in critical environments \([4]–[6]\). In this study, residual stresses induced by weld cladding, using different clad materials, are investigated. A cylinder of 4330 low alloy carbon steel is weld clad with nickel-chromium-based superalloy Inconel 625 and 17-4 precipitation hardening martensitic stainless steel. The weld cladding process, due to the joining of dissimilar materials, involves thermo-mechanical and chemical mechanisms that give rise to the generation of residual stresses with complex distribution. A shrinkfit effect occurs due to the effective shrinking of the cladding relative to the substrate. Constraint on thermal expansion and contraction is produced through the heating and cooling cycle during welding. Volume changes due to phase transformation, precipitation or chemical reactions can result in chemically induced residual stresses. The deposition process and subsequent cooling of the clad component can be controlled to modify residual stresses depending on the spatial and temporal variation of the process \([7], [8]\). Furthermore, the original material properties and microstructures are altered during the joining of materials through the effects of alloying and diffusion \([9]\). On a microscopic level, varying values of thermal properties in constituent phases can also generate thermally induced residual stresses \([10]\).

Herein the residual stress distribution in near-surface regions of the weld clad components are investigated using several measurement techniques. The determination of residual stresses can be achieved through means of relaxation or diffraction \([11]\). In this study residual stress measurements have been carried out based on both principals using X-Ray diffraction (XRD) and hole drilling. The generation of residual stress due to weld cladding has also been modelled using a thermal transient analysis.

**Weld Cladding Process**

Weld overlay cladding of hollow cylinders, made from 4330 low alloy carbon, was achieved using hot-wire Gas Tungsten Arc Welding (GTAW) to deposit a layer of clad material onto the outer diameter of the cylinders to create a bond between the two materials. Two cladding materials, Inconel 625 and 17-4 PH, were used on two different cylinders. For each sample, a two-pass deposition process was utilised resulting in a total clad layer thickness of 6 mm, with cylinder dimensions noted in Fig. 1(a).

**Residual Stress Measurements**

**X-Ray Diffraction.** Surface residual stress measurements were obtained by XRD using a PROTO-LXRD diffractometer and \(\sin^2 \psi\) method according to the NPL good practice guide \([12], [13]\). The stresses were calculated from the strains of the \{311\} and \{211\} Bragg reflections at 155.2° and 155.1° Bragg angles, considering elastic Young’s modulus of 168 GPa and 184 GPa and Poisson’s ratios of 0.29 and 0.272 for Inconel 625 and 17-4 steel, respectively. Weld bead peaks were utilized as measurement points, with a path assigned from the reference face spanning 20 peaks. Measurements were obtained in perpendicular axial (\(\phi = 0^\circ\)) and hoop (\(\phi = 90^\circ\)) directions as illustrated in Fig. 1(a).

**Hole-drilling using optical technique.** The StressTech Prism system was used in the measurement of residual stresses using hole drilling based on electronic speckle pattern interferometry (ESPI) \([14]\). The sole requirement regarding surface preparation is a clean surface with low reflectivity, the clad cylinder therefore ideal. Drill diameters determine the depth to which measurements can be obtained, residual stresses obtained to a depth of 1.2 mm.

**Hole-drilling using strain gauge rosettes.** The incremental centre hole drilling (ICHD) method, accurately obtaining measurements to a depth of approximately half of the drill diameter \([15]\), was also undertaken using the SINT Technology MTS3000 system to obtain residual stress distributions. Strain gauge installation in diametrically opposing locations required machining of an average of 306 \(\mu m\) and 586 \(\mu m\) for Inconel 625 and 17-4 PH clad profiles respectively.
Simulation of the Weld Cladding Process

A 2D axisymmetric model was utilised for the simulation of the weld cladding process, assuming weld passes to be deposited on the entire outer diameter at one time step. The thermal transient analysis consisted of heating the pipe to a temperature of 300°C prior to application of the weld material at melt temperature. The entire component was then slowly cooled using a convective heat transfer coefficient of $h = 10 \text{ W/m}^2\text{K}$, with latent heat effects neglected and radial edges insulated to simulate no axial heat transfer. An elastic-perfectly plastic material was assumed utilizing experimentally obtained thermal and mechanical properties for clad and heat-affected zone (HAZ) regions. Fig. 1(b) shows the fusion boundary and heavy micro-segregation in the HAZ of the Inconel 625 clad.

Results

X-Ray Diffraction. Fig. 2 indicates the presence of primarily compressive residual stress on the Inconel 625 weld clad profile in both axial and hoop directions, with a maximum generally around -300 MPa. It can also be seen that a number of points illustrate the presence of tensile residual stress, although those close to a zero value possess error bars in the region that would suggest these may also be low compressive stresses. Hoop stresses shown in Fig. 2(b) appear to be tensile towards the reference edge of the cylinder, however this is not observed for axial stresses. Given the nature of the weld clad profile, insufficient diffraction may arise should the beam extend across more than one weld bead and this will be observed as a variation in stress values. Furthermore geometrical variations, surface irregularities and sampling population can give rise to variations. It should also be noted that strain values are averaged in the measurement region and this is reflected ultimately in stress values.

Residual stress measured in the 17-4 PH clad surface showed compressive residual stress at the majority of measurement locations, slightly less compressive than in the case of Inconel 625. In the axial stress component a small number of points indicated low tensile residual stress, Fig. 3(a), however the hoop stress component highlighted that all residual stresses measured were compressive, Fig. 3(b).

Calculated error values are also generally smaller in the case of the 17-4 PH clad cylinder, likely due to the increased sampling population in the martensitic microstructure.

Hole drilling techniques and comparisons with FE model. The hole drilling methods utilized obtain residual stresses in the near surface region, serving as a means for comparison with the simulation model. Fig. 4 and Fig. 5 compare residual stress components obtained through simulation and experimental methods. In the case of the Inconel 625 clad layer good correlation can be seen between the simulation and ICHD residual stress for both stress components. In the case of ESPI, compressive residual stress is observed in both stress components at the surface, to a similar level as was observed in XRD measurements. ICHD A and B represent two measurements at diametrically
opposed locations on the same component, undertaken for the purposes of repeatability, while average XRD values are plotted.

\[ \text{Fig. 2. (a) Axial stress and (b) hoop stress measured in Inconel 625 as-clad surface - measurements obtained on 20 consecutive weld bead peaks using XRD.} \]

\[ \text{Fig. 3. (a) Axial stress and (b) hoop stress measured in 17-4 PH as-clad surface - measurements obtained on 20 consecutive weld bead peaks using XRD.} \]

Towards the greatest depth (≈1.2 mm) of the ESPI measurement it can be seen that the residual stress levels matches more closely with those obtained in the simulation.

Comparing experiment and simulation for a 17-4 PH clad, shows that in the case of axial stress good correlation is achieved for hole drilling methods with the simulation (Fig. 5(a)). Hoop stresses show that ESPI values are almost zero at the surface, increasing in compression towards a depth of 1.2 mm, while ICHD values match closely with simulation.

**Discussion**

As highlighted, correlation between XRD and ESPI methods was seen to be good at the component surface. The complementary nature of XRD and ESPI hole drilling has therefore been demonstrated herein, along with the inability of the simulation model to capture stress variation at the surface due to the weld clad profile. In terms of residual stress measurement, techniques providing bulk residual stress, such as the contour method [16] and deep-hole drilling [17], would allow increased understanding of residual stresses throughout the clad cylinder, as opposed to near-surface stresses presented in this study.

**Considerations on weld geometry.** In the Inconel 625 clad cylinder both XRD and ESPI hole drilling measurements indicated compressive surface residual stresses, however residual stress in the clad layer measured by ICHD is tensile and in agreement with simulation results. This may be due to (i) the weld bead geometry influencing the residual stress measured by both XRD and ESPI hole drilling, or (ii) the FE simulation not being able to predict the real process and in turn levels of residual stress. It is expected that results obtained by ICHD do not match surface results of ESPI hole drilling and XRD, as the surface residual stress profile is changed by surface preparation for strain gauge installation.
Material behaviour. In Fig. 5, simulation results are presented for two cases: original and manipulated. In the manipulated case (simulation B), experimental data obtained for coefficient of thermal expansion (CTE) was manipulated as shown in Fig. 1(c) to account for the rapid cooling rate during the welding process. Studies have been conducted into dilatation during a cooling rate of 234 K/s [18], however this level of cooling could not be obtained experimentally. Increased accuracy in experimental data is required to account for CTE variation, particularly during the martensitic transformation to ensure that accurate material behavior is modelled.

Fig. 4. Comparing simulation and experimental (a) axial and (b) hoop residual stress in the Inconel 625 clad layer.

Fig. 5. Comparing simulation and experimental (a) axial and (b) hoop residual stress in the 17-4 PH clad layer.

Alloying and diffusion. Fig. 1(b) highlighted heavy HAZ micro-segregation, chemical analysis of these regions indicating diffusion from the clad layer into the substrate. Higher chromium and nickel levels were present in alloy rich regions increasing hardness values as shown. Furthermore chemical analysis of clad passes illustrated higher iron levels in the first Inconel 625 pass, diffused from the 4330 substrate. Similarly substrate diffusion increased iron levels in the first 17-4 PH clad pass. These factors will impact material properties and resulting residual stresses. Care must be taken to ensure that crack susceptibility and tensile residual stresses do not result from the weld cladding process. Microstructural modelling would enable greater control of residual stress generation during weld cladding.

Conclusions
Weld cladding of a 4330 cylinder was achieved using a hot-wire GTAW process using Inconel 625 and 17-4 PH as clad materials. The major observations of this work are concluded as follows:

- The residual stresses throughout the component were measured using XRD and two hole drilling techniques, one based on electronic speckle pattern interferometry (ESPI) and the other based on strain gauge rosettes. These methods are shown to be complementary.
- Good correlation was obtained between experiment and simulation upon manipulation of CTE values for 17-4 PH to account for high cooling rates during welding.
XRD and ESPI hole drilling results indicated that weld bead geometry influenced surface measurements, with stresses near-surface transforming from compressive to tensile for an Inconel 625 clad.

Discrepancies in the results of different residual stress measurement techniques have been highlighted. The study indicates the need for a range of residual stress measurement techniques to gain knowledge of the residual stress distribution throughout the component.

Weld cladding with Inconel 625 resulted in the presence of tensile residual stresses in the clad layer beyond the initial weld bead profile, while compressive residual stresses were observed in the 17-4 PH clad layer.
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Abstract. Stress measurement with two-dimensional X-ray diffraction is based on the direct relationship between the stress tensor and diffraction cone distortion. Since more data points at more orientations are used for stress calculation, 2D-XRD can measure stress with high sensitivity, high speed and high accuracy. It is especially suitable for samples with large crystals, textures and curved surface. Ten almen strips were used for Gage R&R test of a 2D-XRD system for stress measurement in 1998. Since then there have been many advances in two-dimensional X-ray diffractometer, including detector technology, X-ray source and optics, goniometer, and data evaluation software. This paper covers accuracy and stability of stress measurement on the same almen strips with a 2D-XRD system.

Introduction

Two-dimensional x-ray diffraction (abbreviated as XRD²) pattern contains information in a large solid angle which can be described by the diffraction intensity distribution in both 2θ and γ directions [1]. The 2θ peak position can be determined from each section of the diffraction ring within a γ range. The d-spacing variation at different orientations due to stress results in 2θ peak position variation at different γ angle and sample orientation. For a particular sample orientation, the variation of 2θ along γ angle is observed as the distortion of the diffraction ring on 2D diffraction pattern. A set of 2D diffraction patterns collected at various sample orientations can be used to evaluate the stress tensor in the sample. Since each 2D diffraction pattern covers one or several diffraction rings with large γ range, the XRD² method can measure stress with high accuracy and high speed, especially when dealing with texture, large grain size, small sample areas and curved sample surface [2-5].

The accuracy of stress measurement by XRD² system depends on many factors, such as, the spherical error of the goniometer, sample position, the detector, profile fitting algorithms and data collection strategy. Gage repeatability and reproducibility (Gage R&R) test on residual stress measurement with an XRD² system was reported in 1998 [6]. The test was performed by three operators with three measurements on 10 almen strips. The test shows that the overall measurement error is 6% or less. The repeatability error of the system is 5.5% or less, and the reproducibility error is 2.3% or less. The average stress for all 90 measurements is -628 ±19 MPa (3.1%). The sample from the same set of almen strips has been used to evaluate many XRD² systems in terms of the accuracy and system stability in the past 18 years. This paper covers accuracy and stability of stress measurement with an XRD² system containing recent advances in X-ray source, goniometer and detector.

Fundamental Equation for Stress Measurement

Fig. 1 illustrates a diffraction cone for backward diffraction. The regular diffraction cones (broken lines) are from a sample with no stress, so the 2θ angles are constant at all γ angles. The solid line is the cross sections of the distorted diffraction cone due to stresses. For a stressed sample, 2θ becomes
a function of $\gamma$ and the sample orientation ($\omega, \psi, \phi$). The fundamental equation for stress measurement with XRD$^2$ can be given as [3]:

$$S_1(\sigma_{11} + \sigma_{22} + \sigma_{33}) + \frac{1}{2}S_2(\sigma_{11}h_1^2 + \sigma_{22}h_2^2 + \sigma_{33}h_3^2 + 2\sigma_{12}h_1h_2 + 2\sigma_{13}h_1h_3 + 2\sigma_{23}h_2h_3) = \ln\left(\frac{\sin \theta_\alpha}{\sin \theta}\right)$$

(1)

where $S_1$ and $\frac{1}{2}S_2$ are the macroscopic elastic constants, and $h_1$, $h_2$ and $h_3$ are the three components of the unit diffraction vector expressed in sample coordinates. For Eulerian geometry:

$$h_1 = \sin \theta (\sin \phi \sin \psi \sin \omega + \cos \phi \cos \omega) + \cos \theta \cos \gamma \sin \phi \cos \psi - \cos \theta \sin \gamma (\sin \phi \sin \psi \cos \omega - \cos \phi \sin \omega)$$

$$h_2 = -\sin \theta (\cos \phi \sin \psi \sin \omega - \sin \phi \cos \omega) - \cos \theta \cos \gamma \cos \psi \cos \phi + \cos \theta \sin \gamma (\cos \phi \sin \psi \cos \omega + \sin \phi \sin \omega)$$

$$h_3 = \sin \theta \cos \psi \sin \omega - \cos \theta \sin \gamma \cos \psi \cos \omega - \cos \theta \cos \gamma \sin \psi$$

(2)

Eq. 1 can be further reduced for various stress states and instrument conditions. For example, if only the data points at $\gamma=90^\circ$ or $\gamma=-90^\circ$ are considered, the equation can be reduced to the fundamental equation for stress measurement with point detector [1]. For most materials, X-ray diffraction can measure only a very thin layer on the surface, it is reasonable to assume that the average normal stress in the surface normal direction is zero within such a thin layer, i.e. $\sigma_{33}=0$. In this case, the other five components of the stress tensor can be measured without accurate stress-free d-spacing.

**Fig. 1. Sample orientation and diffraction cone distortion due to stress.**

**Instrumentation and Data Collection Strategy**

The XRD$^2$ system used for the experiment is Bruker D8 DISCOVER diffractometer. As shown in Fig. 2, it contains IµS microsource X-ray generator with Cr-Kα radiation, VÅNTEC-500 2D detector, Eulerian cradle, dual lasers and video microscope. The 2θ of Fe (211) peak with Cr Kα radiation is approximately 156°, so the incident angle is set at $\theta_1 (\omega) = 78^\circ$. The detector is set at $\theta_2=71^\circ$ (swing angle $\alpha=149^\circ$) at sample-to-detector distance 234 mm. The diffraction vector direction is determined by the incident angle and the 2D detector covers about 30° 20 range, which is sufficient to cover the (211) ring with complete background. The collimator size is 0.5 mm. The cross point of the dual laser beam indicates the instrument center which can be observed with the video microscope. The motorized X-Y-Z stage on the Eulerian cradle allows precise position of the sample. The generator power setting in this experiment is 15W (40kV/0.375mA).
Fig. 2. The XRD² diffractometer used for the experiment: D8 DISCOVER with Cr μS microsource, VÅNTEC-500, and Eulerian cradle.

Fig. 3. Data collection strategy schemes with 32 frames at ψ = 0, 15°, 30°, 45° with complete φ rotation of 45° steps.

The diffraction vector is in the normal direction of the measured crystalline planes. It is not always possible to have the diffraction vector in the desired measurement direction. The stress components within the surface plane are calculated by elasticity theory from the measured strain in other directions. The final stress measurement results can be considered as an extrapolation from the measured values. For example, in the conventional sin²ψ method, the stress in the sample surface
(ψ=90°) is calculated from the measured strains at several ψ-tilt angles. The same is true with an XRD² method. Similar to a pole-figure, the diffraction vectors corresponding to a data set can be mapped in a data collection strategy scheme. By evaluating the scheme, one can collect a data set optimized for the intended stress components. Fig. 3 illustrates the scheme used for data collection with this experiment. The small arcs represent the trace of the diffraction vector corresponding to the data set. S1 and S2 are two sample orientations. In this scheme, 32 frames are collected at ψ=0°, 15°, 30° and 45° at eight φ angles with 45° intervals. This scheme produces comprehensive coverage on the scheme chart in a symmetric distribution. The data set collected with this strategy can be used to calculate the complete biaxial stress tensor components and shear stress (σ₁₁, σ₁₂, σ₂₂, σ₁₃, σ₂₃). A proper scheme is selected based on the interested stress components, the goniometer, desired measurement accuracy and data collection time.

Stress Analysis
The stress calculation is done with Bruker DIFFRAC.LEPTOS software version 7.9. Fig. 4 shows the data evaluation setting. The data integration region is defined by 2θ range of 150° to 160° and γ range of -70° to -110°. The 40° γ range is divided into 8 subregions, 5° for each subregion. The counts within each subregion are integrated into a diffraction profile and the 20 peak position is determined by one of the five peak evaluation algorithms. In this experiment, Pearson VII function is used to fit the profile and evaluate the 20 peak position. Fig. 5 shows the stress results from one of the data set. The charts above “A” are the fitted data points on 2D frames. The charts above “B” are fitted data points in γ-2θ rectangular coordinates with magnified 2θ scale, in which, black line indicates 2θ₀, blue cross and line indicates the data points from the profile fitting of each subregion, and red line represents the calculated diffraction rings from the stress results. The scattering of the crosses about the red line represents the quality of the data, affecting the standard deviation of the stress results. By click on any data point, the integrated profile displays above “C”.

![Data evaluation setting with LEPTOS software](image-url)
Accuracy and Stability

The stress-free Fe powder sample is used to check the instrument accuracy. Any spherical confusion of the goniometer and sample position error produces a fictitious stress value. With 60 second frames, the measured stress values are: $\sigma_{11}=13$ MPa, $\sigma_{22}=9$ MPa and standard deviation 12 MPa.

With 180 second frames, the measured stress values are: $\sigma_{11}=8$ MPa, $\sigma_{22}=10$ MPa and standard deviation 9 MPa. The results satisfy the accuracy specification for the D8 Discover diffractometer.

Stability of the instrument is tested with one of the almen strips over 65 hours, with data collection of 120 second and 600 second per frame data set alternatively for 10 times. Fig. 6 shows the measurement results over the data collection time. Stress values from 600s frames are more stable compared with the results from 120s frames. The average values with 120s frames are: $\sigma_{11} = -682$ MPa, $\sigma_{22} = -664$ MPa with standard deviation 20 MPa. With 600 second frames, the average stress values are: $\sigma_{11} = -625$ MPa, $\sigma_{22} = -616$ MPa with standard deviation 10 MPa (1.6%). The 600s results seem to be more consistent with the average value of 628 MPa measured 18 years ago, assuming there is no stress relaxation in the almen strip. The results from the 120s frames have twice the standard deviation and more systematic error compared with the results from 600s frames.

Since the 120s data set and 600s data set are collected alternatively, the discrepancy is not likely due to the motion accuracy of the instrument, but most likely from the counting statistics. One of each integrated profiles are displayed in Fig. 6. It can be seen that the 600s profile is much smoother than the 120s profile. In addition to the data collection time, there are many ways to improve the counting statistics, for instance, more powerful X-ray source or generator setting, large collimator size, and short source to sample distance. For instance, the 100 mm gap between the collimator and sample can be significantly reduced. As previously reported with a different system, the results from a data set of 5 second frames have less than 2% standard error [3].
Fig. 6. Stress measurement results over time.

Summary

The XRD² system can measure residual stress with high accuracy and stability. The sample position is maintained during repeatable data collection with high accuracy and stability. The stress measurement accuracy in terms of standard deviation and systematic error is mostly due to counting statistics. The residual stresses in the almen strips did not show a detectable change over 18 years.
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Introduction
Metallic components with graded materials properties are of particular importance for the realization of lightweight design. The scientific basis of such concepts was provided by the Collaborative Research Centre TRR 30, funded by the German Research Foundation DFG between 2006 and 2015. As part of the project, thermo-mechanically graded components were manufactured by hot metal forming processes \cite{1, 2}. Their characteristic properties are to a large extent determined by final machining operations. In this context, residual stresses play an important role for strength and lifetime of the produced parts. A survey about near surface residual stress states after hard turning of differently heat treated quenched and tempered steel AISI 6150 (51CrV4) is given in \cite{3}. In the present paper, results of similar investigations carried out of Jominy end quench samples are reported and compared with results of samples with homogeneous microstructures.

Experimental Setup
The Jominy end quench test samples had a diameter of 25 mm and a length of 100 mm. After austenitizing and quenching the shafts were machined using uncoated polycrystalline boron nitride (PCBN) inserts with the ISO-Code CNGA120408. The tool had a chamfer with a width of $b_{\gamma} = 0.15$ mm and an angle of $\gamma_f = 25^\circ$. The tool holder was of the type DCLNL2525 and had a nominal rake angle of $\gamma = -6^\circ$ and an effective rake angle of $\gamma = -31^\circ$ in the chamfer area. The turning processes were carried out in two passes, part left and right, starting in each case from both ends of the six specimens (See Fig. 1).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig_1.png}
\caption{Jominy end quench samples with cutting planes and measuring areas}
\end{figure}

Fig. 1: Jominy end quench samples with cutting planes and measuring areas
In Tab. 1 the process parameters used for the turning operations are listed, which are identical to those of experiments in [3]. From the hardened and turned Jominy-samples 5 mm thick segments were prepared by longitudinal cutting for hardness testing and microstructural investigations. Hardness measurements HV2 were carried out along the polished surface of both specimen parts and subsequently, the sample surfaces were etched for microstructural analyses. At both specimen parts (left and right part, see Fig. 1) residual stress depth distributions in axial and tangential direction were determined by stepwise electrolytical polishing and applying standard X-ray diffraction technique. A laboratory ψ-diffractometer was used. Lattice strains of {211}-lattice planes in 11 ψ-directions in the range -45° ≤ ψ ≤ +45° and 148° ≤ 2θ ≤ 164° were determined using CrKα-radiation. The measured area was circular with 1 mm diameter.

### Experimental Results

In Fig. 2 results of residual stress analyses in axial direction after hard turning applying different process parameters of identical materials states taken from [3] are summarized. In this case cylindrical specimen with homogeneous microstructures of differently annealed martensite, characterized by the hardness values indicated, were machined. Characteristic residual stress depth distributions result which are mainly influenced by the feed applied. For the softer materials states with a hardness of 322 HV tensile residual stresses were detected at the surface. With increasing materials hardness, these values are shifted in the direction of compression. Below the surface compressive residual stress maxima occur. Their amount and surface distance increases with increasing feed. Similar observations were made for the residual stress distributions in tangential direction.

The scientific issue of the present work was to clarify whether results of homogeneous materials states can be transferred to components with graded and locally inhomogeneous microstructures. For this purpose, Jominy end quench samples were investigated which before heat treatment had a line-shaped microstructure of ferrite and pearlite. After the quenching process at the quenched end a martensitic structure was determined which continuously changed to a ferritic-pearlitic structure with increasing distance from the end face. This can also be seen from the hardness distributions shown in Fig. 3. The pronounced hardness fluctuations especially in regions of lower hardness can be attributed to the inhomogeneous microstructure of the starting condition of the material. Note that maximum hardness values close to the end face of the material are quite higher than the highest hardness of the materials investigated in [3] (see Fig. 2).

In Fig. 4 axial residual stress depth distributions measured at Jominy end quench specimen are presented, measured at different distances from the quenched end face. In addition, hardness values measured at these positions as well as the characteristic parameters of the turning processes applied are indicated. In all cases near the surface small tensile or compressive residual stresses are measured followed by local compressive residual stress maxima. Their distance from the surface increases with increasing feed values applied. Accordingly, the thickness of the surface layer with compressive residual stresses increases.

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>feed [mm]</th>
<th>cutting speed [m/min]</th>
<th>depth of cut [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.050</td>
<td>100</td>
<td>0.25</td>
</tr>
<tr>
<td>2</td>
<td>0.050</td>
<td>250</td>
<td>0.25</td>
</tr>
<tr>
<td>3</td>
<td>0.125</td>
<td>175</td>
<td>0.25</td>
</tr>
<tr>
<td>4</td>
<td>0.200</td>
<td>100</td>
<td>0.25</td>
</tr>
<tr>
<td>5</td>
<td>0.200</td>
<td>250</td>
<td>0.25</td>
</tr>
<tr>
<td>6</td>
<td>0.300</td>
<td>250</td>
<td>0.25</td>
</tr>
</tbody>
</table>
Similar observations were made for the residual stress component measured in tangential direction (see Fig. 5). For lower feed values, at the surface tensile residual stresses exist, which become compressive for higher feed values. Compressive residual stress maxima occur at surface distances between 10 µm and 30 µm. Amounts of compressive residual stresses are higher as in axial direction and have values between -500 MPa and -1000 MPa, depending on feed values applied.

Fig. 2: Residual stress depth distributions at samples with homogeneous microstructures; above left: 322 HV; above right: 500 HV und below left: 680 HV

Fig. 3: Hardness distributions as function of the distance from end face
While in axial direction shear components are small and reach maximum values of -50 MPa, in tangential direction distinct shear stress values are observed (see Fig. 6). Their depth distributions depend from applied feed values in a characteristic way. For smaller feed values higher shear stress amounts, but restricted to thinner surface layers are found compared to turning processes with higher feed values.

The thickness of the surface layer affected by the turning process can be assessed using the depth distributions of integral widths (see Fig. 7). For the cases presented in Fig. 7 (left) at a surface distance of roughly 50 µm integral width values comparable with those measured for the not machined state are found. For the harder materials states, turning leads to reduced integral width values while for softer materials states an increase can be found. This is a common observation in the case of plastic deformation of steels with different hardness and related to the formation and annihilation of dislocations as well as to different scattering domain sizes. For higher feed values (see Fig. 7, right) the thickness of the affected surface layer is increased and even larger than 150 µm.

Fig. 4: Axial residual stress depth distributions of Jominy end quench samples after hard turning with different feed f (\(v_c\): cutting speed; \(a_p\): depth of cut)
Fig. 5: Tangential residual stress depth distributions of Jominy end quench samples after hard turning with different feed \( f \) (\( v_c \): cutting speed; \( a_p \): depth of cut)

Fig. 6: Shear stress depth distributions in tangential direction for different feed \( f \)
Summery and Conclusion

For given process parameters turning operations at steels with graded microstructures result in locally different residual stress depth distributions depending on local materials hardness. From the results presented it can be concluded that residual stress data gained from hard turning experiments with uncoated polycrystalline boron nitride (PCBN) inserts at samples with homogeneous microstructures can be transferred to graded inhomogeneous parts, if comparable materials states are considered. In all cases, in axial as well as in tangential direction, a pronounced residual stress maximum below the surface is formed, the amount and the surface distance of which increases with materials hardness and turning feed.
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Abstract. Laser welded overlap tubular joints of an AZ31 magnesium alloy show an unexpected failure behaviour under axial and tensional cyclic loading. In the as-welded condition the fatigue cracks propagate not from the locations with the highest load stress concentration but from other sites. After a stress relief annealing at relatively low temperatures the crack initiation sites change to the expected locations. This specific behaviour can be found on overlap connections of tubular joints as well as in aluminium as in magnesium alloy joints. Combined FE-calculations and residual stress measurements by means of XRD and neutron diffraction reveal that the particular constraint conditions of tubular joints lead to residual stress distributions which are distinguished remarkably from those of flat plates with linear welds due to the self-constraining geometry. The generation of a non-uniform circumferential residual stress condition with particular locations of high tensile and compressive residual stresses may explain the observed failure behaviour. After an annealing process with strong residual stress relaxation the fatigue cracks start at the expected locations. A shrinkage model for the description of the residual stress generation in tubular joints explains the local residual stresses over the entire thickness in the weld zones and in the adjacent material.

Introduction
Laser welding is a commonly used joining technique in the automotive industry and also in other technical fields especially for applications with materials which are difficult to weld with traditional techniques like spot welding or arc welding procedures [5]. Examples are heat treated or cold formed steels, precipitation hardened aluminium alloys and magnesium alloys, connections with plates of quite different thicknesses or mixed material connections. Here the strongly limited heat input and the small width of the laser welds enables to avoid greater loss of the material strength, the generation of smaller diffusion zones with detrimental intermetallic phases and finally the limitation of distortion problems. An important aspect is that due to the concentrated heat input high welding speed is possible which furthers also the productivity of the process but, however in combination with expected high tensile residual stresses.

A general problem of laser welding is that usually high quality requirements for the preparation of the edges of parts which shall be connected must be fulfilled because the process cannot compensate varying welding gaps. This is the reason, why laser welding for joining processes of thin walled structures is usually applied for overlap joints. Here the quality of the process can be guaranteed much easier without special preparation requests. The problem of such connections is that in overlap laser welded joints a sharp notch between the welded plates is necessarily created. Under cyclic load conditions this crack like notch is responsible for a very poor fatigue strength of these joints.

The load conditions in the surrounding of the gap can be described with local stress approaches which try to describe the local stress condition at the gap. This could be shown for steels and for aluminium alloys. A summary of local approaches which are based mainly on Neuber’s rule can be...
used for the fatigue assessment is given in [1]. Two general problems must be taken into account. The notch radius is one of the most important parameters because it determines the amount of the effective stresses in the notch. Since neither the radius nor the local stresses can be exactly measured precisely the radius is set in practice conservative to zero which leads to a so called fictitious notch radius of 1mm. The second difficulty is that in the local approaches residual stresses due to welding are used like mean stresses. Since a RS measurement in the gap region is usually impossible the residual stresses used in these calculations are assumptive and usually set to the yield strength. Nevertheless recent investigations [2] on overlapping tubular joints of aluminium and magnesium alloys reveal that obviously residual stresses are of great importance for the failure behavior under cyclic loading. Fatigue test on tubular joints as shown in Fig.1 have shown that under axial loading the fatigue cracks start at the gap between the outer and the inner tube as expected. However in the as-welded state the failure occurs on the side of the outer tube, where the load stresses are necessarily lower due to the larger diameter. After a stress relief treatment the crack initiation site moves to the inner tube with the lower diameter. It is assumed that particular high tensile residual stresses at the gap on the outer tube side are responsible for this specific failure behavior [2].

**Investigations on laser welded tubular joints**

Overlapping tubular joints of a wrought AZ31 Magnesium-Aluminium-Zinc-alloy as shown in Fig. 1 were laser-welded using a 3kW Nd:YAG-Laser. The welding speed was 47 mm/sec, the heat input 23.2 J/mm. The shape of the weld seam is shown also in the micrograph Fig.1. The distribution of the microhardness (Martens hardness in N/mm²) in the weld seam and in the adjacent zones show that obviously no significant changes of the mechanical properties are generated by the local heat input. The higher and lower hardness values in the center of the joint on both sides of the weld seam are related to measurement errors because the measurements were carried out by a surface scan where some points were too close to the gap.

The aim of the investigations was to determine the residual stresses in the zone of greatest interest, that is to say, at the gap between the welded tube shells. Therefore residual stress measurements at the Stress-Spec Instrument of the Heinz-Meier-Leibnitz-Centre, Munich, were carried out by means of neutron diffraction. The setup of a measurement is presented in Fig.2. The residual stresses were measured in different layers in as-welded samples and after different static loads with regard to a load induced residual stress relaxation. The spatial resolution was 1x5x1 mm³. Additional surface measurements were carried out by means of X-ray diffraction in order to determine the near surface RS and texture pole figures. The measurements were performed with a standard ψ-diffractometer with an intersectioned Eulerian cradle using CuKα-radiation. With regard
to the RS calculation the X-ray elastic constant for the investigated material was experimentally determined to be 1/2s₂ = 20.65 10⁻⁶ mm²/N.

Additionally the residual stresses in the tubular joints were calculated using a finite element model (Sysweld). The welding process was simulated with a gaussian heat source which was calibrated with measured temperature profiles. Finally the temperature profile was adjusted by fitting the fusion line to fusion line which can be identified in the micrograph (Fig.3). The required temperature dependent material properties were determined up to a temperature of 500°C. The temperature dependency of the yield strength and the E-modulus is shown in Fig.4. Since the RS condition of an AZ31 alloy is generated by a hindered shrinkage of the weld seam the yield strength at the balancing temperature limits the maximum size of the expected RS. Therefore the RS in the investigated samples should not exceed an amount of 160 MPa (T=80°C).

**Results of the investigation**

Fig.5 shows the results of residual stress calculations based upon the described FE-model. The distributions of the axial and hoop RS in the cross section reveal that the particular RS condition of the tubular joints shows a strong discrepancy to distributions which are expected in welded plates of similar thickness. Both RS components are not symmetrical in relation to the weld centre line and the highest tensile residual stresses in the hoop direction can be found on the root side and near the inner surface of the joints. Additionally a tensile RS peak is also present at the gap in the outer tube shell. In axial direction also nonsymmetrical RS can be found around the weld seam with a compressive peak at the outer surface and tensile RS peaks at the gap and at the inner surface. The high tensile peak of the axial component is located directly at the gap of the load-carrying part of the outer tube and this is an important sign which can be used to explain the unexpected failure behavior under axial loading in the as-welded condition.
In Fig. 6 the results of the neutron diffraction experiments are summarized. Here the axial direction (e.g. parallel to the axial load) RS in the described layers are presented in the as-welded state and after different loads. The load of 10 kN correlates to a nominal shear stress of approximately 58 N/mm² while the fatigue limit at 10⁸ was found at 1.7 kN (10 N/mm²). The measured RS distributions do not really match with the calculated ones. At certain locations (inner tube, inner layer) an agreement of the tendency of the residual stresses seems to be present but the majority of the calculated characteristic RS peaks could not be found by the measurements.

Two aspects must be taken into account to explain the disagreement between the measured and the calculated RS. The average information depth of the neutron experiments covers a depth of 1 mm and that is to say that the residual stresses are representative for a distance of approximately 0.5…0.6 mm from the related surface. With regard to a high local resolution in the weld gap region the FE-mesh size in the weld zone was chosen to 0.15 mm in depth. That means that the presented informations do not represent exactly the same layers. However it must be confessed that the neutron experiments are not really applicable to obtain the required local residual stresses with the required resolution. Higher local resolution was not applicable due to the poor diffraction conditions given by the material. Furthermore the experiments do not reveal a significant load induced relaxation of the residual stresses.
The quality of the measurement results are additionally strongly influenced by a distinctive texture which is present in the investigated material independent from the location in the weld zone or in the base material. Fig.7 shows the pole figures measured in the weld seam with XRD using CuK$\alpha$-radiation at the $(10\bar{1}3)$-plane, which was used also for the residual stress measurements. The pole density distribution in the as-welded state and after stress relief annealing shows the fibre texture which is typical for the base material of cold rolled magnesium alloys [3,4]. It can be found in the weld material as well as in the base material. An annealing at 240°/3h does not change the observed structure. As the figures reveal after tensional and torsional loading the pole density distributions change due to the plastic deformations. Here the torsion leads to stronger changes in the crystal orientation. The consequence is that after different loads the quality of the results increases. In axial direction the measured residual stresses at the outer surface are more or less constant under tensional loading. This is not really surprising due to the initial compressive RS. However in the weld material the hoop RS decrease continuously with increasing shear stresses and that is an indicator of strong plastic deformations although the nominal load amount is relatively low in relation to the yield strength of the material (Fig.8). This behaviour is also represented by the width of the diffraction lines which increase after loading.

**Discussion and conclusions**

The results of the residual stress measurements have shown that in the investigated tubular samples the determination of residual stresses is rather difficult due to the influence of bad diffraction conditions. Comparing XRD-measurements which are published in literature the chosen $(10\bar{1}3)$-lattice using CuK$\alpha$-radiation is not the recommended one [4] but in fact the experiments showed that other combinations did not allow measurements with higher reliability. Furthermore the measurements with XRD as well as with neutrons could performed at the same lattice plane. The most important problem was the influence of texture which complicated strongly the residual stress determination. Therefore a good agreement between the experimental results and the RS calculation could not be achieved. Nevertheless the calculated residual stress distributions are very feasible and can be used to evaluate the failure behavior of the fatigue loaded samples as described in the introduction. The particular residual stress distribution with

![Fig.7: $(10\bar{1}3)$- pole figures determined in the weld seam.](image)

![Fig.8: Relaxation of the axial residual stresses under axial loading.](image)
nonsymmetric tensile and compressive RS peaks as shown in Fig.5 can be explained by a shrinkage model as shown in Fig.7. The locally heated zone in the weld seam and its neighbourhood is acting like a “belt” in the cooling phase. This leads to an elastic reduction of the tube radius. The missing symmetry is due to the geometry of the overlapping tubes which furthers a heat accumulation at the free end of each tube shell. Therefore the free side of each tube is more or less RS free while the high RS peaks are concentrated on the opposite side with a higher constraint. The radius reduction generates a bending moment on the constraint side which generates a tensile stress peak in the outer tube and a tensile RS peak at the inner tube. Annealing at 240° has shown a significant release of the RS peaks which makes the observed failure behaviour plausible. Therefore the calculated results can be evaluated as the more reliable ones than the measured ones. The change of the crack initiation sites due to the local amount of tensile residual stresses in the different stadiums is a definite indicator for the relevance of residual stresses for the fatigue behavior of the investigated joins.

Fig.9: Shrinkage model of the residual stress generation in tubular joints.
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Abstract. In situ X-ray diffraction measurements were performed at the ESRF in Grenoble, France during quenching of two steel grades: the ball bearing steel AISI52100 and the case hardening steel AISI5120. Diffraction frames were recorded during the complete heat treatment cycles and analyzed in order to determine the temperature- and time-dependent evolution of phase contents and lattice parameters. In the case of the AISI52100 with austenitizing at high temperature, the generation of high compressive hydrostatic stresses of 2\textsuperscript{nd} kind was determined. In the case hardening steel, the dominating effect is a carbon enrichment of the austenite accompanied by the generation of compressive stresses. For the ball bearing steel austenitized at low temperature, both effects take place.

Introduction
Martensitic transformation in steels has now been investigated for more than 100 years [1] The interest in martensitic transformations is still very high as numerous industrial applications use this transformation to improve wear, mechanical and fatigue properties of parts in engineering components [2]. Moreover, new interest on fundamentals of martensitic transformations appeared in the last decades with the development of computer simulation, where kinetics, distortions and other phenomena have to be well described to reach reliable simulation results.

In situ X-ray diffraction analysis has become a powerful method of materials characterization stimulated by constant advances in instrumentation and data processing. This method allows obtaining time-resolved quantitative information about every single phase present in the investigated material.

In the present study, in situ X-ray diffraction experiments were performed with synchrotron X-ray radiation at ESRF on beamline ID11 during heat treatment of two low alloy steels with varying parameters. Different carbon contents in solution were set in hypereutectoid steel, leading to changing behaviors during quenching. Diffraction frames were recorded during the complete heat treatment cycles and analyzed to determine the temperature- and time-dependent evolution of phase contents and lattice parameters. Based on the data, different effects were investigated during quenching.

Experimental methods
Materials. A typical ball bearing steel 100Cr6 (AISI 52100) and a carburizing steel grade 20MnCr5 (AISI 5120) were investigated. The chemical composition of the 100Cr6 steel is Fe-0.95C-1.45Cr-0.44Mn-0.21Si-0.11Ni-0.10Cu-0.05Mo-0.01P-0.005S-0.004Al Mass-\% while the chemical composition of the 20MnCr5 steel is as follows: Fe-0.204C-1.35Mn-1.02Cr-0.23Si-0.011S-0.03Mo-0.1Ni-0.03Al-0.1Cu Mass-\%. The initial microstructure of the 100Cr6 steel exhibits a ferritic matrix with globular carbides while the steel grade 20MnCr5 presents a ferrite/pearlite microstructure with a banded morphology. The width of the ferrite/pearlite bands is about 25 \mu m.
In-situ X-ray diffraction experiments. In situ X-ray diffraction experiments were performed at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France, on beamline ID11. The experiments were executed with a heating device (ETMT, Instron) allowing a controlled heating of samples with different section of 1.5 mm with a length of 40 mm by resistivity. Following heat treatment cycle was used for both steel grades: heating with a rate of 5 K/s up to different austenitizing temperature (Ta) between 800 °C and 940 °C followed by a soaking time of 15 min and quenching to room temperature (RT). The cooling rates led to a t8/5 time around 2.5 s. Constant argon purging was used to avoid oxidation of the surface. The temperature was controlled by a type K thermocouple welded on the surface of the samples. During the entire heat treatment cycle, diffraction frames were recorded in transmission mode with a FRELON camera using an exposition time of 0.7 seconds for each frame during quenching with additional time for read-out of 0.1 s. The beam energy was 71 keV and the beam size was set at maximum (100µm high and 300 µm width). The recorded frames were integrated with the program Fit2d and then analyzed with the Rietveld refinement software TOPAS© (Bruker-AXS). Detailed description of the experimental method and data analysis can be found in [3].

Results and discussion

Phase transformations during quenching.

After integration of the 2d-diffraction frames and analysis of the standard intensity-vs 2Theta diffraction patterns by the Rietveld method, the evolution of phase content could be precisely described. Fig. 1 shows the evolution of austenite content during quenching for different initial austenitizing temperatures of the 100Cr6 material and for one 20MnCr5 sample austenitized at 900 °C. In the case of the 100Cr6, changing amount of undissolved carbides (Fe₃C) remains in the microstructure after austenitizing depending on the temperature, as expected. The kinetics of the martensitic transformation is well described. After quenching, the amount of retained austenite present in the 100Cr6 samples is 9, 14, 21 and 30 Mass-% for the austenitizing temperatures 825, 870, 905 and 940 °C respectively, while the 20MnCr5 steel exhibits about 5 Mass % retained austenite. In the case of the 20MnCr5, small quantity of bainite formed above Ms (about 10 Mass-%).

Evolution of lattice parameters. From the Rietveld refinements, the lattice parameters of all present phases could be extracted. For martensite a nearly linear contraction with decreasing temperature could be observed. On the other hand, the evolution of austenite lattice parameter during cooling exhibits non-linear evolution for all experiments. The austenite lattice parameters are plotted in Fig. 2a as a function of the temperature during quenching of the considered four 100Cr6 samples and one 20MnCr5 sample. With increasing austenitizing temperature for 100Cr6 (corresponding to an increasing carbon content in solution), the lattice parameters are shifted to higher values, as expected. The thermal contraction is linear with decreasing temperature and almost parallel for all experiments until Ms is reached. During further cooling, it can be observed that for the 100Cr6 samples, a change of slope takes place with an accelerated decrease towards room temperature while the 20MnCr5 sample exhibits the opposite effect: a non-linear decrease with continuously decreasing slope takes place below Ms.

In order to observe these changes of slope during cooling, the presented data were corrected by the respective linear contraction taking place above Ms (Δa = a_{measured} - a_{thermal}) and plotted again as a function of the temperature (Fig. 2b). All values are close to 0 with small scattering.
until Ms is reached. During further cooling, the continuous decrease previously observed for the 100Cr6 samples can be clearly seen, while the 20MnCr5 sample exhibits a strong increase.

Figure 2: a) Evolution of austenite lattice parameter during quenching of 100Cr6 and 20MnCr5 sample; b) Deviation of the measured austenite lattice parameter from the extrapolated linear thermal contraction

**Generation of hydrostatic stresses in austenite.** Few studies can be found in the literature about residual stresses in retained austenite during or after quenching of steel. Several authors describe the residual stress state within retained austenite existing at room temperature as a hydrostatic residual stress state under high compressive stresses [4-6]. The reason for this is a very large volume expansion associated with the martensitic transformation (close to 3%). Of course, due to shear-processes during the martensitic transformation, local residual stresses will not be purely hydrostatic in a single austenite region. However, XRD techniques give average information of thousands of “grains” and therefore the average information contained in the measured volume could be predominantly hydrostatic. In the literature, two different sets of data concerning the evolution of austenite lattice parameter at room temperature as a function of the carbon content can be found: the one based on room temperature measurements after quenching (retained austenite) and the one based either on high temperature measurements of austenite with thermal expansion correction or on Mn-/Ni-stabilized austenite at RT. From the literature data, equations were developed based on the room temperature measurements ($a_{RT}^{RT}=0.3556 + 0.00443 \times \%\text{C}$) and on the high temperature measurements ($a_{\text{stress-free}}^{RT}=0.3573 + 0.00327 \times \%\text{C}$) with %C in Mass.-% [4]. It can be assumed that difference between the high temperature data and the retained austenite at room temperature should be due to generation of hydrostatic residual stresses caused by the large transformation strain. Both equations from the literature can be used to quantify the possible existing hydrostatic residual stress state in retained austenite depending on the carbon content in solution. If it is assumed that the high temperature lattice parameters describe the stress-free state while the equation based on room temperature measurements represents the retained austenite under stress after quenching, Eq. 1 can be used to calculate the corresponding strain ($\varepsilon^{RA}$) in retained austenite. The resulting hydrostatic residual stresses at room temperature can be calculated by Eq. 2 with $E^{RA}=207$ GPa and $\nu^{RA}=0.28$.

$$
\varepsilon^{RA} = \frac{\Delta a}{a_{\text{stress-free}}^{RT}} = \frac{a_{RT}^{RT} - a_{\text{stress-free}}^{RT}}{a_{\text{stress-free}}^{RT}}
$$

$$
\sigma^{RA} = \varepsilon^{RA} \times \frac{E^{RA}}{1 - 2\nu^{RA}}
$$

The evolution of the literature data of the stress-free lattice parameter of retained austenite ($a_{\text{stress-free}}^{RT}$) and of the lattice parameter of retained austenite after quenching ($a_{RT}^{RT}$) depending on the carbon content is presented in Fig. 3a. From these theoretical evolutions, it can be observed that at values close to 1.4 Mass-% C both lattice parameters are almost similar and with decreasing carbon content, the gap is increasing continuously. From these data and together with equations 1 and 2, resulting theoretical hydrostatic residual stresses were calculated and plotted in
Fig. 3b. At 1.4 Mass-% C, the residual stresses are close to 0. With decreasing carbon content, the theoretical values go to always increasing compressive residual stresses. For 0 % C a theoretical value of -2200 MPa is obtained.

The experimental data collected at RT within the frame of the present study were then used to calculate hydrostatic residual stresses in retained austenite based on equations 1 and 2 using the stress-free lattice parameter from the literature and plotted in Fig. 3b. It can be observed that the experimental values can be divided into two zones. For %C > 0.8 Mass.-% the values are close to the theoretical line with values between -750 MPa to -350 MPa, but with a slight shift. In previous papers, these values have been confirmed and it has been demonstrated that the strong decreasing austenite lattice parameter below Ms (Fig. 2) is due to the generation of strong hydrostatic compressive stresses due to the martensitic transformation with a continuous evolution during cooling [3, 7]. Moreover, the hydrostatic nature of the stresses could also be demonstrated by tensor measurements [3, 7].

![Figure 3: a) Evolution of the stress-free (\(a_{\text{stress-free}}^{RT}\)) and the retained austenite lattice parameters (\(a_{\text{RT}}\)) as a function of the carbon content in solution (data from the literature); b) theoretical hydrostatic residual stresses in austenite (black line) and values calculated from present experimental data (triangles) (1)](image)

When the carbon content in is below 0.8 Mass-% a continuous deviation of the experimental values from the theoretical line can be observed. In previous publications, it has been demonstrated that in the 20MnCr5 steel a carbon enrichment of the austenite takes place during martensitic transformation leading to a carbon content of more than 0.5 Mass.-% in austenite at room temperature [3, 8]. Similar effects of carbon enrichment of austenite during quenching were already reported in the literature for low to medium carbon steels [1, 9]. Therefore, the value of hydrostatic tensile residual stresses in retained austenite for the 20MnCr5 steel in Fig. 3b is erroneous as the stress-free lattice spacing has to take into account the modified carbon content in solution. With decreasing carbon content in solution in the 100Cr6 steel, Ms increases and therefore carbon diffusion is accelerated. In the case of the 100Cr6 with low carbon content in solution, self-tempering effects will also increasingly take place with decrease C-content due to increasing Ms temperature and accelerated diffusion. As shown in [3] for the present experiments, inhomogeneous carbon distribution at nm scale could be observed by atome probe tomography and pronounced carbon depletion in martensite could be demonstrated. Therefore, a certain carbon enrichment of the austenite will also take place in the 100Cr6 steel for high Ms temperatures.

If the theoretically calculated residual stress distribution (Fig. 3b) is assumed to be the real residual stress state in retained austenite, the gap between these values and the experimentally determined values might be attributed to the effect of carbon enrichment of austenite during quenching. In order to determine the C-content in solution resulting from these assumptions, a least squares fit of the experimental data with the calculated distribution was done by implementing a dependence of the C-content in solution on the nominal C-content determined
above Ms (%C\textsuperscript{above Ms}). Following equation giving the evolution of C-content in solution in austenite after quenching (%C\textsuperscript{RT}) was obtained:

\begin{equation}
%C_{\text{RT}} = -0.68 \times %C_{\text{above Ms}} + 0.67 \times \left( \frac{{%C_{\text{above Ms}}}}{67.0} \right) + 1.02
\end{equation}

The new resulting stress distribution compared to the theoretical line is shown in Fig 4a while the evolution of the resulting carbon content in retained austenite as a function of the carbon content in solution above M\textsubscript{s} is given in Fig. 4b. Below 0.8 Mass-% C, a carbon enrichment of retained austenite after quenching is resulting. The gap between the theoretical line and the obtained behavior is continuously increasing with decreasing carbon contents. Carbon contents in retained austenite up to 1.0 Mass-% C are obtained after quenching for 0.1 Mass-% C in solution before quenching. This is in a similar range as values that have been reported in the literature [9-11]. However, it has to be kept in mind that the determined carbon enrichment is a first estimation based on several assumptions. Moreover, according to the considered steel grade and heat treatment, variations are expected to occur.

Based on these results, it seems that carbon partitioning from martensite to retained austenite during quenching can occur for carbon contents in solution above Ms below 0.8 Mass-% C for the given cooling condition. The resulting carbon enrichment of the austenite increases for decreasing carbon contents in solution. Superimposed to this, high hydrostatic compressive residual stresses are present in retained austenite after quenching. For carbon contents in solution between 0.1 and 1 Mass-% C, compressive residual stresses in the range of -500 and -2000 MPa are resulting.

Based on the present results and on the in situ experiments, it is possible to determine the development of residual stresses in austenite during cooling. For experiments with carbon content in solution above 0.8 Mass-%, no carbon enrichment in austenite occurs. Therefore, a linear extrapolation of the austenite lattice parameter measured at temperatures above Ms, down to room temperature can be used to obtain the stress free lattice parameter. For the experiments with carbon content in solution below 0.8 Mass-%, the carbon contents at RT obtained from Fig. 4a can be used as end value. A specific evolution between the nominal carbon content at Ms and the final increase C-content at RT has been taken into account and is described in [3]. The stress calculations were performed by using Eq. 1 and 2 during cooling, taking into account the temperature-dependent changes of elastic properties as given in [3]. The evolutions of hydrostatic stresses in austenite during cooling are presented in Fig. 5. It can be observed that for the experiments made with the 100Cr6 steel, the increase of compressive stresses is very moderate at the beginning of the transformation, in particular for the experiments with austenitizing above 900 °C. After certain undercooling the stresses increase continuously with decreasing temperature until room temperature is reached. Towards room temperature it can be observed that small cooling steps lead to a large increase of the compressive stresses. This is also pronounced for the 20MnCr5 steel. However, it should be
remarked that especially for the experiments conducted with 20MnCr5 samples, the assumed evolution of the stress-free lattice parameters is subjected to uncertainties as the changes due to carbon enrichment might deviate from the real case.

The residual stress values reached at RT after cooling are in the range of -1800 and -750 MPa. For the experiments with austenitizing at 905 and 940 °C no carbon enrichment of the austenite is expected to occur and therefore the lattice parameter evolution above M_s was directly extrapolated to RT to determine the stress-free state. The end values reached correspond to the residual stress values obtained by using the literature data as presented in Fig. 3b what confirms that the presented results are reliable.

It should be kept in mind that a part of the results is based on assumptions concerning the carbon enrichment of retained austenite. Indeed, diffraction methods are sensitive to stresses as well as to changes of chemical composition. A proper separation of both effects is therefore almost impossible without assumptions. However, as observed with the help of the in situ experiments, as well as with more advanced techniques, clear evidences of carbon inhomogeneities were obtained [3]. Moreover, for C > 0.8 Mass-% C, the experimentally determined residual stresses are close to the literature values.

**Summary**

In situ XRD measurements were performed at the ESRF during quenching of two steel grades: 100Cr6 (AISI52100) and 20MnCr5 (AISI5120). 2D diffraction frames were recorded during the heat treatment cycles. The integrated diffraction frames were analyzed with the Rietveld-method.

By investigating the changes of austenite lattice parameter during the quenching process, it could be observed that both steel grades exhibit a non-linear evolution below Ms but in opposite direction: a slowed decrease in the case of the 20MnCr5 and an accelerated decrease for the 100Cr6 steel. For %C > 0.8 Mass-%, no pronounced carbon diffusion is expected to take place and the generation of high hydrostatic compressive stresses in the austenite were determined and validated by different methods. For carbon contents below 0.8 Mass.-%, carbon partitioning from martensite to austenite takes place leading to a shift of the stress-free lattice parameter. Considering a carbon enrichment which is dependent of the initial carbon content in solution, and using a least square fit based on theoretical and experimental values, a possible carbon enrichment function was determined as well as expected hydrostatic compressive residual stresses in austenite. According to these calculations, carbon enrichment takes place and reaches a maximum for initial carbon content in solution of 0.1 Mass-% with values up to 1 Mass-%. Further investigations are ongoing to verify these results.
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Abstract. The induced residual stresses in stainless steels as a consequence of surface grinding as well as their influence on the chloride induced stress corrosion cracking (SCC) susceptibility have been investigated. Three types of materials were studied: 304L austenitic stainless steel, 4509 ferritic stainless steel and 2304 duplex stainless steel. Surface grinding using 60# and 180# grit size abrasives was performed for each material. Residual stress depth profiles were measured using X-ray diffraction. The susceptibility to stress corrosion cracking was evaluated in boiling MgCl₂ according to ASTM G36. Specimens were exposed without applying any external loading to evaluate the risk for SCC caused solely by residual stresses. Induced residual stresses and corrosion behavior were compared between the austenitic, ferritic and duplex stainless steels to elucidate the role of the duplex structure. For all materials, the grinding operation generated tensile residual stresses in the surface along the grinding direction but compressive residual stresses perpendicular to the grinding direction. In the subsurface region, compressive stresses in both directions were present. Micro-cracks initiated due to high grinding-induced tensile residual stresses in the surface layer were observed in austenitic 304L and duplex 2304, but not in the ferritic 4509. The surface residual stresses decreased significantly after exposure for all specimens.

Introduction

Stainless steels are widely used in a variety of applications due to their combination of good mechanical properties and high corrosion resistance. There are a large number of stainless steel grades with different chemical compositions and microstructures. Since the microstructure has a decisive effect on the properties, stainless steels are often categorized by the microstructure, for example austenitic and ferritic stainless steels; different categories are suited for different applications [1].

Stress corrosion cracking (SCC) occurs under the simultaneous interaction of three factors: a corrosive environment, a susceptible material and the presence of tensile stresses [2]. For stainless steels, the chloride ion, which exists in many environments, is unfortunately found to make them prone to stress corrosion cracking. The stress corrosion cracking behavior of stainless steels has been widely investigated during the last decades. Experimental results show austenitic stainless steels are susceptible to SCC while ferritic grades are quite resistant [3]. Due to the combination of austenitic and ferritic structures, duplex stainless steels generally have higher Cl-SCC resistance compared to the austenitic grades, although this may depend on the actual testing conditions [4]. In addition to
microstructural effects, residual stresses also have a significant impact. For example, laser peening of ANSI 304 austenitic stainless steel has been demonstrated to improve the SCC resistance; the introduced high level compressive residual stress and grain refinement were proposed as the two main factors [5]. High surface tensile residual stresses introduced by milling as well as a detrimental surface profile have been reported to generate branched cracks on 316Ti austenitic stainless steel surface after exposure in boiling MgCl₂ solution [6].

Grinding is an important and widely used surface finishing process when fabricating stainless steels. During grinding, both plastic deformation and heating occur in the surface layer, which in turn change the residual stress state in the material. However, little research has been performed to evaluate the role of pure residual stress in the risk for SCC. The aim of this study is to increase the understanding of residual stresses induced by surface grinding of stainless steels as well as their role in crack initiation and propagation. In addition, the role of the ferritic and austenitic microstructure in a duplex stainless steel has also been investigated.

**Experimental work**

Three grades of stainless steels, austenitic 304L, ferritic 4509 and duplex 2304, were investigated in this study. The as-delivered materials had been solution annealed at 1100°C, quenched, pickled and roll leveled. The materials were supplied with 2B surface finish and as test coupons of 400mm×150mm×2mm in dimensions. The chemical compositions and measured mechanical properties perpendicular to the rolling direction at room temperature are given in Table 1.

<table>
<thead>
<tr>
<th>Grade</th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Ni</th>
<th>Mo</th>
<th>Nb</th>
<th>N</th>
<th>Cu</th>
<th>Co</th>
<th>Ti</th>
<th>Rp0.2(MPa)</th>
<th>Rm</th>
<th>Elongation (%)</th>
<th>Hardness (HB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>304L</td>
<td>0.02</td>
<td>0.32</td>
<td>1.55</td>
<td>0.03</td>
<td>18.2</td>
<td>8.11</td>
<td>0.01</td>
<td>0.07</td>
<td>0.31</td>
<td>0.16</td>
<td>-</td>
<td>230</td>
<td>642</td>
<td>54</td>
<td>170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4509</td>
<td>0.01</td>
<td>0.48</td>
<td>0.46</td>
<td>0.03</td>
<td>17.2</td>
<td>0.2</td>
<td>0.07</td>
<td>0.37</td>
<td>-</td>
<td>-</td>
<td>0.01</td>
<td>345</td>
<td>462</td>
<td>32</td>
<td>175</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2304</td>
<td>0.02</td>
<td>0.39</td>
<td>1.48</td>
<td>0.03</td>
<td>23.4</td>
<td>4.84</td>
<td>0.13</td>
<td>0.22</td>
<td>-</td>
<td>0.01</td>
<td>590</td>
<td>739</td>
<td>30</td>
<td>228</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The grinding operations were conducted on a Chevalier FSG-2A618 grinding machine using grinding belts with conventional aluminum oxide grit. The detailed grinding set-up is described in [1]. All the grinding operations were performed along the rolling direction of the material. A fixed grinding speed $v_s=23$ m/s, a fixed feed rate $v_w=8$ m/min and a fixed motor power of 600W were used. Grinding was first performed using 60# grit size abrasive to remove the as-delivered material surface, and then followed by grinding with new 60# and 180# grit size abrasives respectively to get the final surface finish for each material. No grinding lubricant was used during the operation.

The influence of residual stress from surface grinding on chloride induced stress corrosion cracking susceptibility was investigated without applying external loading. Two 30mm by 30mm square-sized specimens were cut out from each test coupon with different grinding conditions. All specimens were exposed for 20h in boiling MgCl₂ solution at 155°C±1°C according to ASTM G36. Detailed corrosion procedures are described in [2].

The in-depth residual stress profiles were measured by X-ray diffraction for all the ground specimens. Cr-K$_\alpha$ radiation was used; residual stresses were determined from the measured diffraction peak at 20–128° for the \{220\} lattice planes of the austenitic phase and at 20–154° for the \{211\} lattice planes of the ferritic phase respectively. Residual stresses were calculated based on the $\sin^2\psi$ method [3]. Controlled electrolytic polishing was used to remove the material and measure the in-depth profiles; no correction was made for possible stress relaxation due to polishing. Surface stresses of all types of specimens were also measured after corrosion tests using the same method. The surface morphology after exposure was investigated using a FEG-SEM Zeiss Ultra 55 scanning electron microscopy (SEM). Both SEM and ECCI (electron channeling contrast imaging, Hitachi FEG-SEM SU-70) were used for examination of cross-sections after corrosion testing.
Results and Discussion
The in-depth residual stress profiles parallel ($\sigma_\parallel$) and perpendicular ($\sigma_\perp$) to the grinding directions of all three types of materials ground by both 60# and 180# abrasive grit size as final surface finish are presented in Figure 1. For the duplex 2304, the results are presented as phase stresses and macro-stresses. Phase stresses are residual stresses measured in the austenitic phase (FCC), $\sigma^\gamma$, and ferritic phase (BCC), $\sigma^\alpha$, respectively. The macro-stress ($\sigma^M$) is the homogeneous residual stress on a macroscopic scale along at least one direction [3] and is calculated according to the equation: $\sigma^M = V^\gamma\sigma^\gamma + (1-V^\gamma)\sigma^\alpha$ (where $V^\gamma$ is the volume fraction of the austenitic phase). As shown in Figure 1(a) and (b), the grinding operations generated tensile $\sigma_\parallel$ but compressive $\sigma_\perp$ in the surface layer for both austenitic 304L and ferritic 4509. The tensile $\sigma_\parallel$ was highest in the ground surface and dropped rapidly to compression in the subsurface. The compressive $\sigma_\perp$ showed a relative low value in the surface and increased rapidly to reach a peak value in the subsurface. The tensile surface residual stresses were higher for the austenite 304L than ferrite 4509. However, grinding induced residual stresses showed different features in the austenitic and ferritic phases in the duplex 2304. In the austenitic phase (Figure 1(c1)), tensile $\sigma_\parallel$ and compressive $\sigma_\perp$ were observed; the measured tensile $\sigma_\parallel$ dropped gradually from the surface to the subsurface while the compressive stress showed a peak value in $\sigma_\perp$ the subsurface region. This is very similar to the trend seen for the austenitic 304L steel. In the ferritic phase (Figure 1(c2)), except for the $\sigma_\parallel$ for grinding using 60# abrasive in the surface layer, both $\sigma_\parallel$ and $\sigma_\perp$ were compressive with a subsurface peak value and $\sigma_\perp$ was more compressive than $\sigma_\parallel$. On the macroscopic scale (Figure 1(c3)), similar trends were observed to the single phase materials. For all the results shown in Figure 1, grinding with 60# grit size abrasive generated higher residual stresses in both surface and subsurface region and a higher penetration depth compared with grinding using 180# as final surface finish.

Residual stress in grinding is caused by the combination of thermal and mechanical effects. During grinding, heat is generated in the surface layer of the workpiece material, thus a temperature gradient is formed from surface to the bulk. Since the bulk material hinders contraction of the surface layer during the cooling period, surface tension can be generated both along and transverse to the grinding direction [5]. However, an anisotropic surface residual stress field with tensile $\sigma_\parallel$ and compressive $\sigma_\perp$ was observed in 304L, 4509 and the macro-stresses of 2304, indicating that the mechanical effect, i.e. anisotropic plastic deformation, is more dominant than the thermal effect in this study. During grinding, the surface layer experienced overall compressive plastic deformation in the grinding direction and tensile deformation in the transverse direction, thus the constraint by the material beneath the surface layer resulted in surface tensile $\sigma_\parallel$ but compressive $\sigma_\perp$ after the grinding.
zone moved away [6]. Higher tensile residual stresses were measured from surface to subsurface in 304L than in 4509 in both directions, even though same grinding parameters were used. The lower thermal conductivity of the austenitic stainless steel is probably the main contributory factor. In addition, the in-depth residual stress profiles showed different trends for the ferritic 4509 and the ferritic phase of the duplex 2304. This is attributable to the complicated interaction between the austenitic and ferritic phases in the duplex material during grinding due to their difference in both thermal and mechanical properties. For all three materials, using smaller grit size abrasive (180#) introduced lower deformation in both surface and subsurface layers, thus lower residual stress with lower penetration depth were observed in both directions.

Surface morphology and cross-section microstructure were investigated after corrosion testing for all ground specimens, selected images of the three types of materials are shown in Figure 2 and Figure 3. Extensive branched micro-cracks were present in the ground surfaces of both the austenite 304L and the duplex 2304 in spite of the absence of external loading. It should be noted that no such cracking was observed on the as-delivered surface. Both the surface and cross-section investigations showed the micro-cracks were primarily oriented perpendicular to the grinding marks; while in the parallel direction, much fewer micro-cracks with lower penetration depth were observed. This correlates to the high levels of tensile stresses measured parallel to the grinding direction in the surface layer. The results strongly indicate that tensile residual stress in the ground surface makes both materials susceptible to SCC in chloride existing environment even in the absence of any external loading, while compressive residual stress transverse to the grinding direction can retard cracking. For the austenitic 304L, the majority of the micro-cracks arrested at the depth where the
Residual stress profiles shifted from high tensile level to low or no tensile residual stresses, indicating that a threshold tensile stress is required to initiate cracks and sustain their propagation in the boiling MgCl₂ solution. Tensile σ∥ in austenitic phase and compressive σ∥ in ferritic phase were measured for ground surfaces of 2304, however, micro-cracks were observed to initiate and propagate in both phases. The macroscopic residual tensile stress thus seems to play a more dominant role than the single phase stresses. The penetration depth of the micro-cracks correlated to the position where the macro-stress shifted from tension to compression, and cracks also tended to be arrested at phase boundaries. For both materials, less micro-cracks with lower penetration appeared by using smaller grit size (180#) abrasives after exposure. The penetration depth of micro-cracks in duplex 2304 was smaller than that for the austenitic grade, even though the same grinding and exposure conditions were used. In the case of the ferritic 4509 a large number of pits, with varied size and filled with corrosion products, were observed after exposure. The extensive pitting may reflect the lower alloying content of this steel. Many more pits were observed on the ground surface than the as-delivered material; in addition, pitting was more severe for the ground 60# than 180# specimens, suggesting that the roughness, topography, deformation and residual stress of the surface layer contributes to an increasing pitting susceptibility. Cross-sectional investigations showed the pits were largely limited to the deformed surface and subsurface layers, and that some cracks appeared to have initiated from the pits. It is suggested that the extensive pitting on 4509 has to a large extent suppressed stress corrosion cracking, even though some cracks can emanate from pits.

Measured surface stresses along the grinding direction of all ground specimens before and after exposure without external loading are plotted and compared in Figure 4. As shown in the figure, for all the specimens, the grinding induced surface tensile σ∥ were observed to be reduced after exposure. For all the three materials, grinding by 60# abrasive grit size generated much higher tensile σ∥ than 180# in the ground surface; however, measured surface stresses showed similar values for both grinding conditions after exposure. The micro-cracks in austenitic 304L and duplex 2304 and the pits in 4509 are proposed as the main factors that caused surface stress release after exposure.

![Figure 4](image_url)

*Figure 4 Surface stress of ground specimens parallel to grinding direction before and after testing in MgCl₂ solution: (a) austenite 304L, (b) ferrite 4509, (c) duplex 2304*

**Conclusions**

Grinding generated surface macroscopic tensile residual stresses along the grinding direction and compressive residual stresses perpendicular to the grinding direction for the austenitic 304L, ferritic 4509 and duplex 2304 stainless steels. In the subsurface region, compressive stresses were present in both directions. Residual stresses were more tensile for the austenitic phase in the duplex steel than the ferritic phase. Results indicate that anisotropic mechanical effects dominant over isotropic thermal effects for the grinding operation in this study. Abrasive grit size had a significant influence on both the level and the penetration depth of residual stress.
Grinding induced surface tensile residual stresses caused micro-cracks to initiate from the surface during exposure to boiling magnesium chloride solution even in the absence of external loading for both 304L and 2304. The cracks arrested when reaching the depth with low or no tensile stresses. For the duplex 2304, cracks were present in both phases but tended to stop at phase boundaries. Less cracking was seen in the ferritic 4509. This was attributed to the extensive pitting which is a consequence of the lower alloying level of this steel.

The formation of micro-cracks or pits was proposed as the main factor contributing the reduction of surface stresses after exposure in the magnesium chloride solution.
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Abstract. Many springs are shot peened and the quality of shot peening is essential for the fatigue life. Today the determination is often done via x-ray diffraction. The lattice distance is measured and out of this information the residual stress is determined (and not directly measured). For this kind of measurement an absolute measurement is not available. The only way is to calibrate it in some way. It is shown how precise measurements today are in relation to different x-ray diffractometers and a specimen must be designed to get something like a usable calibration sample. The difference between statistical and systematic errors is shown and the consequences of these errors are discussed.

Introduction
Today the determination of residual stresses for many products is a common procedure, e.g. to prove the efficiency of the shot peening process or other hardening processes. Mostly it is done with the help of the x-ray diffraction method, because it is fast and not so expensive. The demands of the automotive industry concerning the accuracy and the number of measurements are still increasing. The question is whether precise measurements can be even performed. Here, round robin tests are reported designed to calibrate such a x-ray-diffractometer.

Basics of stress determination by x-rays
One popular method to determine the residual stresses in springs is the x-ray method. The idea is the measurement of the lattice distance within a solid or spring steel. The basic method is called Bragg reflection. A detailed description of the method will be found in the literature: [1;2]. A very brief summary is given here. X-rays with the wavelength $\lambda$ are sent under certain angles $\Psi$ to the surface normal and the diffraction angle $2\theta$ with the maximum intensity is determined. The following equation can then be used:

$$\varepsilon = (1 + \nu) / E * \sigma \sin^2 \psi - \nu / E * (\sigma_{11} + \sigma_{22})$$

(1)

From the measured reflection angle a lattice spacing $D = \lambda / (2 \sin \theta)$ is determined and is compared with the lattice spacing $D_0$ without any stress ($\varepsilon = (D - D_0)/D$). (E is the Young’s modulus, $\nu$ is the Poisson’s ration, $\sigma_{11} + \sigma_{22}$ are stresses in the main direction on the surface)

The main aspect is that the stress is not measured directly. The lattice parameter is measured at different angles $\Psi$ and a slope $m$ is calculated that depends on material constants and the stress thus:

$$\sigma = (m = (1 + \nu) / E * \sigma)$$

(2)

Out of this equation the stress $\sigma$ can be calculated or determined. These considerations show that it is better to speak about determination of residual stress instead of measurement.

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 license. Any further distribution of this work must maintain attribution to the author(s) and the title of the work, journal citation and DOI. Published under license by Materials Research Forum LLC.
Errors of measurements

Introduction
Every physical measurement has at least two errors: a statistical (or reading) error and a systematical error, which depends on the equipment. Both errors will be discussed in the following section.

Statistical error
By measuring with more $\Psi$ angles or by measuring each angle several times the statistical error can be reduced, if there is a linear dependence. Today this kind of error can be reduced in the range of 1% with some efforts.

Systematic error

Surface error
This x-ray measurement is influenced by the roughness of the surface. For instance, for shot peened surfaces a lower compressive residual stress is usually determined, because there is a relaxation of the residual stresses at the tops of the “surface mountain”. It can be more than 25% less than the compressive residual stress in the surface [3;4]. The consequence is that in the “guideline of measuring residual stresses of shot-peened springs by x-ray diffraction” [5] it was suggested that a measurement at 100 $\mu$m depth or more gives a more reliable value.

Machine error
The main systematical error is in the machine error. The whole x-ray diffractometer must be aligned. That means the path of the x-rays through the apertures to the detector is in a straight line and must correspond with the detection equipment. Minimal deviations can give results, which show more and less residual stresses. The author has see this several times, because he has access to five diffractometers of the same type. No equipment is available to gauge such a machine like the International Prototype Metre. The only possibility is to organize round robin tests to optimize the accuracy, which is described in the next section.

Calibration of an x-ray-diffractometer

Basics
The long-term stability of an x-ray diffractometer can be monitored using a sample, which has (high) residual stresses. If the sample is stored at normal constant room temperature and no surface corrosion is possible, it can be used many years. This situation is unsatisfactory, because you do not know the systematical deviation of the machine.

Round robin tests

General demands
Round robin tests are useful if you have lots of members to get a smaller error of the mean value, which is calculated. The other demand is to have a long-term stability of the sample if it is handled under adequate conditions. The shorter the experiment last the better it is.

General overview of the round robin tests
In the last 10 years several round robin tests have been made on spring steels. The following table shows the different tests in an overview.

The round robin tests with round material (wire) show dependence between the value of the residual stress and the measuring spot diameter. These experiments are useful in another way, but not for the considerations to get an exact value for calibration. The further the value is away from zero MPa the more meaningful is of the result. The last round robin test fulfils all of the demands, which gives high confidence to the results. There were about 30 participants within a short time. Many measurements at different laboratories in Europe were done on a compressive residual stress sample, which has a high stability.
### Table 1: different round robin tests

<table>
<thead>
<tr>
<th></th>
<th>sample(s)</th>
<th>organizer</th>
<th>mean value</th>
<th>reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2006 – 2009</td>
<td>flat</td>
<td>GKN, Mr. Lietzau</td>
<td>-350 MPa</td>
<td>[6]</td>
</tr>
<tr>
<td>2006 – 2011</td>
<td>flat/round</td>
<td>Rigaku, Mr. Yokohama</td>
<td>-800 MPa</td>
<td>[7]</td>
</tr>
<tr>
<td>2013</td>
<td>round</td>
<td>VDFI, Prof. Mueller</td>
<td>-650 MPa</td>
<td>[8]</td>
</tr>
<tr>
<td>2012 – 2014</td>
<td>flat</td>
<td>GKN, Mr. Lietzau</td>
<td>+550/-1120 MPa</td>
<td>[9]</td>
</tr>
</tbody>
</table>

### Demands on the sample

The sample should not have curvatures at the surface and the roughness should be as low as possible (see section below). On the other hand, the sample should have a high residual stress to be far away from the zero point. The consequence is that the tensile strength of the material must be high. If one takes all aspects into consideration spring steel, which is deep rolled, fulfills the demands. It is also easy to produce.

Materials for normal leaf springs were taken and after hardening the material was quenched to get a tensile strength $R_m = 1500$ MPa. The surface was grind to remove the decarburization, which is always on the surface. To be sure, at least 1 mm was removed. Afterwards an area of $55 \text{ mm} \times 55 \text{ mm}$ was deep rolled in a meandering pattern like shown in fig. 1. Deep rolling at this high tensile strength gives low roughness combined with high compressive residual stresses at the surface.

### Practical realization

A practical realization is shown in fig. 2. Two samples were deep rolled with an HG6-tool (from Ecoroll). The track distance $\Delta x$ was optimized to $\Delta x = 0.15 \text{ mm}$ [10]. The diameter of the ball was 6 mm and the pressure was 100 bar. The roughness $R_z$ is between 5 and 12 $\mu$m. Perpendicular to the rolling track you produce compressive residual stresses $\sigma$ of nearly $\sigma = 2/3 \times R_m$, which means around 900 MPa.

![Fig. 1: tracking of the sample](image1)

![Fig. 2: realization of the samples](image2)

Mr. Lietzau of the company GKN (Germany) organized several times a great round robin test in Europe. He uses a sample of the same structure, which was also made by the author. About 30 different laboratories measured the sample within less than two years. The result is that a sample
is available with a known compressive residual stress $\sigma = -1120$ MPa +/- 43 MPa [9]. A deviation of more than 100 MPa from the average was seen at some labs.

The samples shown in fig. 2 were produced from this “mother sample”. They have a residual stress of about $\sigma = -925$ MPa with nearly the same absolute error. These samples can be used to calibrate x-ray measuring equipment [11].

**Conclusions**

When comparing residual stresses from different labs, one must keep in mind that there may be great differences measuring the same objects (e.g. springs). To minimize the variation a calibration sample that has been used in round robin tests is useful. Laboratories have to make their own samples to monitor the long-term stability. Today an absolute calibration of an x-ray diffractometer is not possible and the measurements have a systematic uncertainty of at least 5%.

In many (delivery) specifications very small errors are claimed, which are in no relation to the systematic uncertainty of 50 MPa respectively 5%. One way to solve the problem is to organize round robin tests with a huge number of participants.
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Abstract. Numerical simulations of welding induced residual stresses and distortion is still a challenging task, especially with regard to thick-walled structures. These structures are mostly welded with high numbers of layers. Usually adjacent welds influence each other. Therefore, simple 2D calculations become unsuitable, thus, leading to the necessity of 3D transient calculations. In turn 3D multi-layer welding simulations require large finite element models. To account for steep temperature gradients in the weld and the heat affected zone each layer has to be modeled using rather fine elements. Thus, numerical models become very large regarding the degrees of freedom. Significant simplifications are common practice, although it is known that these might cause inaccurate or even wrong results. The current paper presents 3D transient finite element simulations of welding residual stresses and distortions in multi-layer welds of 29mm thick-walled components of a construction steel grade S355N. Furthermore, several modelling simplification approaches were applied. During welding temperature profiles were recorded to validate numerical models. After each layer residual stress measurements were carried out by means of X-ray diffraction (XRD). Furthermore, some weld fill levels were investigated by neutron diffraction (ND). This allowed the comparison of real through-thickness residual stress distributions with numerical simulations.

Introduction

Residual stresses are known to influence fatigue strength of welded components. Especially welding residual stresses in site joints of larger structures are of interest already in design state. However, these stresses are hard to determine. One of the reasons can be seen in difficulties of accessibility and another one in the lack of measuring equipment availability. And even if one is able to measure residual stresses in the areas of interest, which are in the weld itself or in the heat affected zone, those measurements are limited to the near surface residual stresses. Through thickness residual stress states remain unknown. As numerical welding simulations are not limited to those kinds of restrictions, designers of welded structures are interested in using FEM for residual stress calculations since the beginning of the last century, e.g. [1]. However, numerical simulations of welding induced residual stresses and distortion is still a challenging task, especially with regard to thick-walled structures. These structures are mostly welded with high numbers of layers. Furthermore, adjacent welds influence each other and make a simple 2D calculation unsuitable by means of calculated result quality, thus leading to the necessity of 3D transient calculations. However, 3D multi-layer welding simulations require large finite element models with rather fine geometric discretization to account for steep temperature gradients in the weld and the heat affected zones. Thus, numerical models become very large by means of degrees of freedom. These large numerical models again result in high computational times. To reduce calculation times simplifications are common practice. Examples of which are thermal cycles (TC) instead of transient calculations or lumping several weld beads to larger layers. However, these simplifications cannot be verified through experimental testing. Nevertheless, these approaches are often used although it is known that simplified calculations of residual stresses might cause inaccurate or even wrong results.
As stated above, one example for simplifications in numerical simulations of multi-layer welding is the lumping technique. This technique has been often applied to 2D modelling [2], [3]. Although it is often enough stated that its application on 3D would not be easy [4], lumping still is sometimes applied to 3D multi-layer welding. It is noted here that numerical modelling is somewhat different for distortion and residual stress calculations. Some approaches lead to accurate distortions while residual stresses do not agree with measured results.

The presented paper intends to show some results of an ongoing research project. The focus of this research is to investigate feasibility of lumping technique on transient 3D numerical residual stress simulations. A 29mm thick-walled specimen of a general construction steel (German steel grade S355) with a V-groove was welded in experimental investigations. Welding experiments were accompanied by temperature measurements and layer-wise residual stress determinations by means of X-ray diffraction. Furthermore, measurements were carried out at the E3 instrument at Helmholtz-Zentrum Berlin using neutron diffraction for through-thickness residual stress state determination. These measurements were needed for validating numerical models and to verify calculated results.

The comparison between the full numerical models and the experiment reveals close agreement. However, comparison of the full numerical model with simplified approaches showed partially rather large discrepancies, although temperature profiles used for validation were comparable. At this state of the work it can be concluded that lumping is applicable to multi-layer welds by means of calculated distortions. However, caution must be used when applying this technique on numerical residual stress simulations.

**Experimental set-up**

Welding experiments were carried out on several butt welded 29mm thick steel plates with a V-groove (see Fig. 1). The overall specimen’s dimensions were 350mm x 350mm x 29mm. Welding parameters (current, voltage, wire feed and travel speed) were set equal for each weld bead. This simply allows variations of weld build-up in numerical modelling and keeping energy input in balance.

![Fig. 1: Macrosection of the specimen after final passes and weld geometry from the welding procedure specification including weld bead numbering](image1)

![Fig. 2: Macrosections of different weld fill levels. After root pass (a), half weld fill level (b), after final capping passes (c)](image2)

Macrosections were taken after each pass for most precise in layers modelling (Fig. 2). Furthermore, each weld pass was followed by displacement measurements (compare Fig. 4) as well as near surface residual stress determinations by means of X-ray diffraction (XRD) (compare Fig. 3). Diffraction lines ({211}-patterns) were obtained with CrKα-radiation using a 2mm collimator.
Afterwards residual stresses were calculated with the \( \sin^2\psi \)-method as described in [5]. Through thickness residual stress measurements by means of neutron diffraction (ND) were carried out at the E3 instrument at Helmholtz-Zentrum Berlin. Since beam time is limited and specimen’s thickness require high measuring times, only two different weld fill levels were measured so far (b and c in Fig. 2).

**Numerical welding simulations**

Finite element analyses (FEA) were carried out using the commercially available welding simulation software SYSWELD. Phase transformation as well as temperature-dependent plasticity was taken into account. Material data was taken from software’s data base. This data have been used before and have shown satisfactory results. However, the aim of this work was to investigate relative differences in calculated results through modelling variations. Therefore, not much effort was put into generating steel batch dependent material data.

In addition to the fully transient 3D simulations based on experimentally obtained data two simplifications were carried out, which are lumping several weld beads to larger layers as well as applied thermal cycle technique (TC). In the latter transient and therefore time consuming calculations are avoided. Instead, a temperature profile is imposed on all elements of one bead at the same time. Thus, influences of transient effects (e.g. heat transfer or gap opening in front of flux) remain unconsidered. Each numerical model and its FE mesh are shown in Fig. 5. This part of the investigation has been carried out on a numerically basis only, using a model of half the length to save calculation times.

**Fig. 5: Weld build-up and FE mesh in numerical models.** Fully transient model with moving heat source and thermal cycle approach model based on macrosections from experiments (a); simplified by means of lumping the first and the last three layers (b); simplified by means of lumping in layers (c)
Results

Fully transient calculations with moving heat sources are time consuming. Still, these calculations were done first to validate the numerical model by means of defined boundary conditions and used material data etc. As can be seen in the following (Fig. 6 through Fig. 9) results of numerical welding simulation and experiments correspond well. Slight deviations as in Fig. 7 can be explained by geometrical imperfections and discrepancies in some material data. Latter was set equal for weld and parent material for simplification reasons. Even through-thickness residual stresses and out of plane distortions correspond well. Standard deviation of measured results was ±30 MPa at maximum. However, standard deviations are not shown in diagrams for clarity reasons.

Fig. 6: Comparison of transverse residual stresses on top surface perpendicular to the weld in the middle of the specimen

Fig. 7: Comparison of transverse residual stresses on bottom surface perpendicular to the weld in the middle of the specimen

Fig. 8: Comparison of calculated and measured through-thickness residual stresses in transverse direction in the middle of the weld.

Fig. 9: Comparison of calculated and measured out of plane deformation
The applied thermal cycle approach (TC) is not suitable for simplifying this numerical model. Although there is a significant reduction in CPU hours, the results are not trustworthy. Neither by means of residual stresses nor calculated displacement, not even in direction. Similar findings were published by [6] and explained by significant differences in heat input and accumulated shrinking.

Further simplification approaches were investigated with smaller models and on numerical basis only. One reason for this is the limitation in actual welding processes regarding energy input and therefore a lack in experimentally obtainable data for validation. Another reason is calculation times. Since it should be sufficient to compare qualitative differences in applied simplifications, smaller models were set up for this purpose.

Results of applied lumping compared with fully transient calculations are shown in the following figures. As can be seen in Fig. 10 the out of plane deformation is comparable for lumping the first and last layers. Increasing lumping for all beads of each layer led to strong deviations. However, through-thickness residual stresses in transverse direction to the weld show significant discrepancy (Fig. 11) in sign and quantitative values for each model. The same applies to residual stresses in other directions as well as the calculated phase proportions (not shown here).

**Discussion**

It was shown that residual stresses may be calculated correctly even for multi-pass welds. However, it is noted that fully transient welding simulations with moving heat sources are needed for accurate prediction of residual stress distributions. Similar findings based on other numerical simplification approaches were published by [7]. Furthermore, it can be found in literature that simplifications by means of lumping or applying thermal cycles is sufficient for predicting welding induced distortion. This, however, has to be strictly limited to validated models and never should be expanded on or mistaken for residual stress calculations.

Although reasons for false results through different simplification approaches are evident, they still are tempting and used rather often. On the one hand, experimental data for validation is hard and costly to obtain. On the other hand, these data is not even needed if simplifications are applied, since it is just not possible to weld in real life as it is in finite element analyses.
It is noted that presented approaches were limited to the same energy input over all states. Energy balance was to keep as a premise. It may be possible to adjust energy input or weld pool geometry in simplified numerical modeling to reach higher precision levels. However, this would not only mean a large number of iteration steps, but also would be a trial and error approach. This, however, is not an expedient task. If welding simulation is to be used in industrial practice, numerical engineers will have to deal with data from their shops or welders on site. And these data will mostly be limited to current, voltage and torch travel speed. Therefore, the overall aim of numerical welding simulation should be providing solutions not only fast but also based on very little data.

Acknowledgement

We thank HZB for the allocation of neutron radiation beam time. Special thanks to Dr. Boin for his support during beam time at HZB. We also thank Ms. Lepper for her contribution to numerical modelling.

References


Residual Stress Relaxation in Welded Steel Joints – an Experimentally-based Model

Jonas Hensel¹,a *, Thomas Nitschke-Pagel¹,b and Klaus Dilger¹,c

¹Institute of Joining and Welding, TU Braunschweig, Langer Kamp 8, 38106 Braunschweig, Germany

aj.hensel@tu-braunschweig.de, bt.pagel@tu-braunschweig.de, ck.dilger@tu-braunschweig.de

* corresponding author

Keywords: Residual Stresses, Residual Stress Relaxation, Welding, Fatigue, Steel

Abstract. Residual stresses may affect the fatigue strength of welded components significantly. Structural design concepts for fatigue loaded welds do not account for real residual stress conditions but rather generally estimate high tensile residual stresses. The assumption of high tensile residual stresses in current engineering practice is resulting in over-conservative designs. The consideration of real residual stress conditions in the design process is one of the major objectives in current research on structural engineering. In order to achieve this objective, one must be able to describe the residual stress generation due to manufacturing and the relaxation of residual stresses during component life time. However, nowadays it is not practical to describe the relaxation process by means of numerical or analytical methods. This work describes an experimentally-based model for the estimation of the stabilized residual stresses in welded steels. The model is capable of describing residual stress relaxation depending on the initial residual stresses, the load magnitudes and the material strength. The model is based on XRD residual stress measurements during the fatigue life of typical welded joints. The samples used here are longitudinal fillet welded gussets made from low-carbon high-strength construction steels S355NL (yield strength 360 MPa) and S960QL (yield strength 960 MPa). Finally, the model is extended to butt welded joints using experimental data from the literature.

Introduction

Residual stress effects in fatigue design of welded steels. The fatigue strength of welded components is of major concern for component safety and durability. In engineering practice fatigue strength is mainly examined by means of the nominal stress approach. Speaking generally this method compares expected fatigue loads in the net section of the weld details to a reference design S-N curve [1, 2]. The reference S-N curves are provided by technical standards or design recommendations and are specific to certain weld details such as un-welded base metal, butt welds, cruciform joints or longitudinal fillet welded gussets. Each design S-N curves relates the expected fatigue load to a specific number of load cycles until this load can be born by the component without...
failure. Codes for structural design assume conservatively high tensile residual stresses resulting from the entire manufacturing process including welding and mounting are present [3]. This results in mean stress independency of the design S-N curves if real residual stress conditions are unknown.

However, post-weld treatment methods such as thermal stress relieve are capable of reducing residual stresses leading to an increase of fatigue strength. Thus the IIW-recommendations for fatigue design of welded structures allow for the consideration of the mean stress effect in case of proven low or medium tensile residual stresses. This can be executed by means of a bonus factor manipulating the design fatigue strength of a weld detail based on the applied stress ratio, Fig. 1. One of the major uncertainties is how users of the design code can judge whether the proven residual stresses in the component of interest are “high” or “low”. Consequently residual stresses and their effects are often conservatively over-estimated leading to uneconomical structural design.

The reference fatigue strengths for different weld details given by above mentioned design codes are usually based on experimental fatigue testing of small scale specimens with typically low residual stresses. The lack of residual stresses on the laboratory scale is compensated by testing at high tensile mean stresses respectively positive stress ratios R = σ min/σ max = 0.5 or R = 0 [1, 2]. The applied mean stresses are supposed to reflect tensile residual stresses in large scale components conservatively.

In terms of fatigue design these codes equate residual stresses and load mean stresses, although residual stresses may be subject to change during component lifetime. Thus residual stresses may be assumed too high leading to the fatigue resistance being under-estimated accordingly. This hidden potential of fatigue strength could be used in the future in order to accomplish a more economical design of welded structures.

Residual stress relaxation in cyclically loaded welded steels. Speaking generally, residual stresses in steels are limited by the yield strength of the material. Residual stresses are hence degraded under mechanical loading as far as the sum of residual stresses and load stresses theoretically exceeds the yield strength. In case of fatigue loaded welds with high tensile residual stresses the material’s yield strength is equal to the maximum stress of the fatigue loading [3]. It was pointed out that residual stresses far below the yield strength can have severe influence on the fatigue strength especially in case of high strength steels because of their stability under service loading [4].

The general mechanisms of residual stress relaxation were described earlier and classified in four groups [5]. These four cases illustrate residual stress relaxation according to the static yield strength, the cyclic yield strength and according to combinations of both, Fig. 2. Case one describes the situation of stable residual stresses which can be observed if both residual stresses and maximum load stresses are low. Case two describes continuous residual stress relaxation according to the cyclic yield strength. Here residual stress relaxation occurs due to cyclic softening of the material. Cases three and four describe residual stress relaxation according to the static yield strength during initial loading. Additionally case four includes cyclic softening which leads to continuous cyclic residual stress degradation as well. However, residual stress degradation in welded construction steels is usually governed by case three. Case four applies to welded and heat treated high strength steels with martensite and bainite microstructure (respectively the heat affected zone of ferritic steels) but is usually of second order compared to case three [6, 7]. Further it was shown that the combined static and cyclic residual stress relaxation is approximately finished after N = 10,000 load cycles [6]. It has been shown to be practical to consider the maximum respectively minimum

![Fig. 2 Residual stress degradation due to cyclic loading according to Vöhringer [5]](image-url)
Load stress during a certain load cycle for the consideration of tensile and compressive residual stresses respectively. Additionally residual stresses are mostly considered in the loading direction perpendicular to the fatigue crack growth direction. All results from residual stress measurements shown here refer to the residual stress component in the loading direction.

Residual stress relaxation in welds can be observed due to stress concentration at weld notches or simply due to high maximum stresses. One example for such behavior of residual stresses in butt-welded joints under static and cyclic loading is given in Fig. 3 [8]. Samples were loaded incrementally statically and cyclically and residual stresses were determined after each load step. Static loading led to residual stress degradation in both steel grades according to case three described by Vöhringer.

Cyclic constant amplitude loading until \( N = 10,000 \) load cycles led to higher residual stress degradation. Residual stresses after \( N = 10,000 \) load cycles were degraded depending on the magnitude of the initial residual stresses and the maximum load stresses. Both materials S355J2 and S690Q showed similar behavior in terms of cyclic residual stress relaxation. Not shown here is that residual stresses had stabilized at this stage of cyclic loading.

Vöhringer’s case three applies only partially to the cyclically loaded butt-welds due to cyclic plasticity effects at the weld toe. The increase of residual stress relaxation under cyclic loading is explained by the application of full load cycles (compared to single tension loading in the static load case) and due to cyclic softening of the material. However, in engineering practice it is normally not practical to establish the cyclic mechanical properties of a certain material. Consequently the designers demand for a model that is capable of estimating the stabilized residual stresses as a function of the base material strength and the applied load stresses. Although residual stress relaxation in general is quite well understood, more experimental data is needed to derive such an engineering model.

Fig. 3 Static and cyclic residual stress relaxation at the weld toe of butt-welded steel joints [8]. Nominal load stresses \( \sigma_{LS} \) reflect the maximum applied stress in the net section (in case of cyclic loading: Mean stress plus stress amplitude)
Additional experimental investigations on residual stress relaxation in welded steels

Linear welds such as butt-welds show relatively low stress concentration while another group of welded joints show rather high stress concentration. Accordingly these weld types are characterized by higher plasticity effects at the weld notch due to local load stress increase. One of such weld types with higher stress concentration (kt ≈ 3 at a notch radius ρk = 1 mm and sheet thickness t = 10 mm) is the longitudinal fillet welded gusset with relatively high tensile residual stresses in the as-welded condition, Fig. 4. This sample type was used here for further investigations on residual stress relaxation.

Samples were made from low-alloyed construction steels with yield strengths of fy = 360 MPa (S355NL) and fy = 1000 MPa (S960QL). The one-layered fillet welds were produced using general metal arc (GMA) welding with solid wire electrodes of matching strengths. The welding parameters were chosen in order to ensure high safety against cold cracking. The high strength material S960QL was pre-heated to 100 °C accordingly.

Residual stresses were determined by means of X-ray diffraction (XRD) and the sin²Ψ-method. Diffraction lines of the {211}-patterns were obtained with Cr-radiation. The irradiated area was controlled using a collimator with a diameter of 2 mm. Residual stresses were measured at the location of crack initiation under fatigue loading and determined initially “as-welded” as well as after repeated cyclic loading. As discussed above residual stresses were measured after 10,000 load cycles to establish the stabilized residual stresses. The initial residual stresses were controlled by heat input and post-weld treatment methods and samples with both compressive and tensile residual stresses at the weld notch were chosen for these investigations.

Residual stress relaxation

Samples of both steel grades were loaded statically in tension. The load was increased incrementally and residual stresses were measured after each load step on the unclamped samples. It can be seen from Fig. 5 that residual stresses in S355N were degraded continuously although the load stresses were comparably small. Specimens made from S960Q showed a similar tendency up to 70 % of the yield strength. At the highest load level considerably high compressive residual were generated in S960Q whereas this was not observed in S355N. Case three by Vöhringer applies not to this test series which can be explained with the high stress concentration at the location of residual stress measurements. Stress increase at the weld toe led to higher plasticity effects than in case of butt-welded samples.

Cyclic loading led to residual stress relaxation both of initial tensile and compressive residual stresses. The residual stress relaxation at comparable load levels was higher than in case of static loading. This is explained by the same effects as mentioned for butt-welded joints. Samples of S960Q generally showed higher residual stress stability which is caused by the very low level of initial residual stresses. Post-weld treated samples did not show different behavior in terms of residual stress relaxation than as-welded samples. Plasticity effects leading to residual stress relaxation are higher at higher levels of residual and load stresses.
Engineering model
The authors propose an engineering model for the estimation of residual stress relaxation based on the experimental data, Fig. 6. This model reflects the demonstrated effects of cyclic loading on the residual stresses at the weld notch for butt-welded and fillet welded steels. The stabilized residual stresses $\sigma_{RS,N=10,000}$ can be estimated based on the yield strength of the material $f_y$, the initial residual stresses $\sigma_{RS,N=0}$ and the highest load stresses $\sigma_{LS}$. The highest load stresses $\sigma_{LS}$ reflect the maximum and minimum stress during fatigue loading depending on the sign of the initial residual stresses (tensile residual stresses: $\sigma_{LS}=\sigma_{\text{max}}$; compressive residual stresses: $\sigma_{LS}=\sigma_{\text{min}}$), Eq. 1.

$$\frac{\sigma_{RS,N=10,000}}{f_y} = \frac{\sigma_{RS,N=0}}{f_y} \cdot \frac{\sigma_{LS}}{f_y} + \frac{\sigma_{RS,N=0}}{f_y}. \quad (1)$$

This approach is based on Vöhringer’s case four. It is assumed that cyclic softening leads to residual stress degradation depending on the magnitude of the initial residual stresses. Residual stresses are degraded fully at load levels as high as the static yield strength of the metal. Low residual stresses are predicted to be more stable under mechanical loading.

This model is designed to over-predict stabilized residual stresses on purpose. The reason for this is that mainly tensile residual stresses are of interest for structural engineers. In this matter, over-predicted tensile residual stresses are conservative for the fatigue design. However, this model is not capable of predicting the generation of residual stresses due to local high strains as could be seen in case of longitudinal stiffeners made of S960Q. Further it should not be used without proof of correctness in general and more specific for the prediction of compressive residual stress relaxation.

Fig. 5 Static and cyclic residual stress relaxation at the weld toe of fillet-welded longitudinal stiffeners. Nominal load stresses $\sigma_{LS}$ reflect the maximum applied stress of the same sign as the initial residual stresses in the net section (in case of cyclic loading: Mean stress plus stress amplitude (tensile initial residual stresses) respectively mean stress minus stress amplitude (compressive initial residual stresses))
Outlook
This model was derived and tested for the fatigue life prediction of welded longitudinal stiffeners (more on this can be found here [9]). It has shown that the prediction of stabilized residual stresses can be used to correct for the effective stress ratio under consideration of residual stresses and load mean stresses. The application of the bonus factor concept according to IIW-recommendations and thus the entire fatigue design becomes now more effective since the bonus factor is no longer depending on the subjective judgment of the residual stress state. It becomes rather possible to account quantitatively for the stabilized residual stresses.
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Abstract. A novel mechanical surface treatment has been investigated for its ability to introduce compressive residual stresses as well as low cold work and surface roughness to metallic components, all of which are known to contribute to fatigue performance enhancement. Comprehensive evaluation of the surface integrity is therefore crucial for surfaces of load bearing components where fatigue life is a concern. The novel treatment involves submerging a work piece within a vibratory chamber filled with hardened stainless steel media, analogous to the mass finishing process. During the treatment, the work piece’s surface is peened and polished simultaneously through the normal and shear stresses generated by impacts between the work piece and steel media. The surface integrity generated by this treatment is intimately related to the processing parameters. This work focuses on measurements of residual stresses and cold work distribution in the near-surface layers as well as surface topography generated at different stages of processing. Such measurements allow for process optimisation as well as a better understanding on the contribution of the different aspects of surface integrity to mechanical performance, particularly fatigue.

Introduction

Residual stresses and surface integrity are known to influence fatigue performance of metallic alloys [1,2]. Tensile residual stresses are known to be undesirable as they promote the propagation of fatigue crack resulting in a fatigue debit (i.e. reduction in life before failure) [1]. Compressive residual stresses on the other hand are desirable for fatigue life enhancement [3,4]. Various surface treatments have therefore been developed with the aim of delivering desirable compressive residual stresses near the free surface where fatigue cracks are typically initiated [5].

The novel surface strengthening being investigated in the current work aims to introduce desirable compressive residual stresses while also reducing surface roughness and the amount of cold work in sub-surface layers. All of these are postulated to generate fatigue performance improvements.

Experimental methods

Materials. The material being investigated in the current work is a nickel based superalloy RR1000 manufactured through a powder metallurgy route (see Table 1 for chemical composition). The alloy is typically utilised in the hot section of aero-engines for its excellent mechanical properties at elevated temperatures.
Table 1: Chemical composition of RR1000 (weight %, balance nickel) [6]

<table>
<thead>
<tr>
<th></th>
<th>Co</th>
<th>Cr</th>
<th>Mo</th>
<th>Al</th>
<th>Ti</th>
<th>Ta</th>
<th>Hf</th>
<th>C</th>
<th>B</th>
<th>Zr</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>18.5</td>
<td>15</td>
<td>5</td>
<td>3.6</td>
<td>2</td>
<td>0.5</td>
<td>0.027</td>
<td>0.015</td>
<td>0.055</td>
<td></td>
</tr>
</tbody>
</table>

Plain rectangular specimens of RR1000 (80 x 20 x 10 mm) were machined from a forged disc after solution heat treatment and age homogenisation. Heat treatments were applied to the alloy as a means to control the grain size. Coarse (approximately 25-60 µm) grain size microstructures were developed by employing a controlled heat treatment process. Different grain sizes can be developed to optimise the alloy’s performance according to its operating conditions. The coarse grain microstructure being investigated here is optimised for its high temperature performance as it is less susceptible to creep deformations. Fly-cutting was employed as the final machining process to generate a surface integrity typically seen on the nickel disc components manufacturing. Three distinct processing routes were applied to the specimens, as summarised in Fig. 1. Brief descriptions of the different processes involved are shown in the following sections.

Figure 1: Processing routes applied to the specimens being investigated in this work

**Drag finishing.** Drag finishing aims to remove burrs generated during fly-cutting. All specimens were drag finished where they were rotated at a controlled speed through a wet mixture of SiC cutting chips/media while being held stationary with respect to the rotary spindle. MultiFinish MFD500 was utilised to complete the drag finishing process, with an immersion depth and rotation speed of 220 mm and 100 RPM respectively. The spindle was programmed to change its rotational direction (clockwise/anti-clockwise) every 5 minutes during the entire processing time of 30 minutes.

**Surface strengthening.** A novel surface strengthening process that generates desirable surface finish as well as compressive residual stresses has been jointly developed with Rolls-Royce. During the process, the specimens were rigidly fixed to a structure connected to the vibratory trough filled with stainless steel media with either no movement (static configuration) or rotational movement (rotating configuration) allowed during the process. The vibration generated by the trough produced kinetic agitation of the steel media. When these agitated media come into contact with the surface of the specimen, some of the kinetic energy from the media is used to introduce plastic deformation on the specimens’ surface. Several possible configurations of the process have been studied previously [7-10] and were found to generate promising results. The surface strengthening process covered in this work was completed using a Walther Trowal TMV175/85VP vibratory trough. Details of the media geometry and surface treatment parameters are Rolls-Royce’s proprietary information and are thus omitted from this publication.

**Characterisation.**

**Residual stresses.** In all stress measurements, manganese radiation (λ = 2.1031Å) at 30 kV and 6.7 mA was used to acquire the {311} diffraction peak at 2ϑ angle of around 156°. This particular lattice plane was found to be representative of the bulk property of the γ/γ’ structure. The Young’s modulus and Poisson’s ratio of the alloy used for the {311} reflection are 220 GPa and 0.300 respectively. All measurements were carried out using Stresstech Xstress G3 X-Ray Diffraction (XRD) equipment with an averaged depth of penetration of approximately 5 µm.
Sin²ψ measurements were performed at ψ offsets between -36° and 39°. Linear regressions were performed on the acquired d vs Sin²ψ data to determine the residual stress. Readers are directed to EN15305, which all residual stress measurements performed in this work follow for further details on the methodology. XRD Measurements were carried out in the transverse direction, along the width of the sample.

Layer removal technique is necessary to generate the residual stress profile over the depth of the sample due to limited X-ray penetration. The surface layer was successively removed through electro-polishing. A stylus profilometer was employed to measure the depth of the layer removed through electro-polishing using a step-height measurement. A number of measurements at various layer depths were completed for each specimen in order to observe the variation of residual stress with depth under the free surface. No correction factors were applied for residual stresses measurements in the sub-surface as the layers removed were small relative to the thickness of the sample.

Areal topography. Areal topography measurements were completed using an optical system, Taylor Hobson CCI white light interferometry (WLI), with 20× objective lens and field of view of approximately 900 by 900 µm. The raw data was then filtered using a Robust Gaussian filter with a prescribed cut-off wavelength of 800µm to eliminate waviness from the parameters computation. All parameters were then computed using TalyMap Gold software while ensuring compliance to the prevailing standards for areal topography characterisation, ISO25178.

Cold work. Electron Backscatter Diffraction (EBSD) technique has been used as a tool to estimate cumulative plastic strain using different available metrics based on local misorientations [11] and its usefulness has been demonstrated for evaluation of mechanically treated surfaces using grain orientation spread (GOS) [12]. GOS describes the average deviation in orientation between individual point in a grain and that of the grain to evaluate plastic strain within the material. High GOS values are related to high degree of plastic deformation (i.e. cold worked) and vice versa. Using a statistical analysis, an estimate of the depth of the cold worked or deformed zone can be obtained. The data can also be displayed visually using orientation imaging microscopy (OIM) to show maps of scanned areas.

EBSD is particularly sensitive to the surface topography as the diffraction signal comes from the top few nanometres of the crystal lattice. The cross-sectioned surface was first of all polished using 1200 grit SiC paper before ion-milled to remove 25 µm of material layer using JEOL cross sectional polisher followed by a short surface ion-milling to ensure a good surface topography for EBSD mapping. EBSD mapping was completed over an area of 250 by 250 µm with a step size of 0.3 µm using an Oxford EBSD detector – NordlysMax. The acceleration voltage and tilt angle used during the EBSD mapping were 20 kV and 70° respectively.

Ignoring the effects of low-angle grain boundaries and other microstructural features, full-width at half maximum (FWHM) obtained from the peak broadening can also be utilised to estimate the amount of cold work using an appropriate calibration curve [13].

Results
Surface topography is commonly characterised using the arithmetic roughness average (Sₐ) parameter. From Fig. 2, it can be observed that the averaged roughness is reduced from 0.63 µm after fly-cutting to 0.43 µm after drag finishing and finally to 0.29 µm after surface strengthening. The regular structure of the topography was also observed to diminish with surface treatment particularly the surface strengthening process. This reflects the random nature of the media collision with the specimen’s surface. The final topography is expected to be favourable for the fatigue performance.

Residual stress depth profiles obtained from XRD measurements are shown in Fig. 3. The measurements were completed on specimens at different stages of surface treatment: as-machined (AM), as-machined & drag finished (DF), electropolished (EP), electropolished & drag finished (EPDF) and surface strengthened (STR01-03, refer to Fig. 1).
Figure 2: Surface topography changes from as-machined (left) to drag finished (middle) and surface strengthened, STR01 (right)

Fig. 4 shows the grain orientation spread (GOS) maps obtained from the EBSD analysis on coarse grain samples. Regions with low cold work are shown in blue where GOS value is low. It can be seen that the as-machined surface (Fig. 4a) has a certain degree of cold work and further processes (drag finishing (Fig. 4b) and mechanical surface strengthening (Fig. 4d-e)) were not found to result in observable reduction in cold work. Electropolishing (approx. 160 µm of material removal) on the other hand was found to be capable of removing virtually all the cold worked layer. Drag finishing applied to the electropolished surface was not found to introduce appreciable cold work (Fig. 4c). Comparing the GOS maps obtained from surface strengthened specimens, STR03 was found with the least amount of cold work (Fig. 4f). The results shown in the GOS maps are consistent with the full-width at half maximum values obtained from the XRD measurements at the surface (see Table 2).

Table 2: Full-width at half maximum (FWHM) readings and the corresponding estimated cold work obtained from different samples at the surface taken from the transverse direction.

<table>
<thead>
<tr>
<th>Sample</th>
<th>AM</th>
<th>DF</th>
<th>EP</th>
<th>EPD F</th>
<th>STR01</th>
<th>STR02</th>
<th>STR03</th>
</tr>
</thead>
<tbody>
<tr>
<td>FWHM (°)</td>
<td>6.55±</td>
<td>5.77±</td>
<td>2.72±</td>
<td>4.45±</td>
<td>4.91±</td>
<td>5.77±</td>
<td>4.43±</td>
</tr>
<tr>
<td></td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.1</td>
<td>0.2</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>Cold work</td>
<td>48.5</td>
<td>37.7</td>
<td>5.6</td>
<td>21.8</td>
<td>27.0</td>
<td>37.7</td>
<td>21.6</td>
</tr>
</tbody>
</table>

Discussions

High tensile stresses observed at the as-machined surface are not unusual for nickel based superalloys as large amount of heat can be accumulated at the surface during the cutting operation due to the alloy’s low thermal conductivity. The tensile residual stress layers are compensated by the compressive residual stress layers, extending up to 180 µm deep in the coarse grain example.

Drag finishing only influenced residual stresses at the surface without generating significant impact on the sub-surface residual stresses, perhaps due to the insignificant material removal by the process (< 1 µm). The surface strengthening process was found to induce desirable compressive residual stresses to the material as evident from the residual stress profiles being dominated by compressive stresses after the surface strengthening process.

Electropolishing was found to be capable of removing the tensile stressed layers generated from the fly-cutting. Drag finishing after electropolishing was observed to imbue compressive stresses in the thin layer near the surface (approximately < 20 µm).

Interestingly, the final residual stress profiles after surface strengthening (i.e. STR01-03) are largely similar despite the observed variations in the residual stresses prior to the surface strengthening treatment. The final cold work at the surface on the other hand was observed to be sensitive to the processes prior to the strengthening treatment. When the degree of cold working is high prior to the strengthening treatment, the final cold work after strengthening tend to also be high.
and vice versa. Minimal degree of cold work is desired for improved high temperature fatigue performance as high degree of cold work has been linked to increase in the relaxation of compressive residual stresses [14]. Therefore it is important to optimise the processes prior to the strengthening treatment in order to minimise the degree of cold working on the surface.

Figure 3: Residual stress depth profiles for coarse grain specimens.

Figure 4: Grain orientation spread (GOS) maps for coarse grain RR1000 specimens. All images were obtained at the same magnification thus the scale bar on (d) is applicable to all maps.
Conclusions
The novel mechanical surface strengthening process was found to be capable of introducing desirable compressive stresses, but it has only a limited influence on the final amount of cold work (based on FWHM). It is therefore crucial to ensure that the cold work is removed prior to the strengthening treatment. A gentle finishing process such as electropolishing was found to be effective for cold worked layers removal. Such processes can potentially be employed before the mechanical strengthening process to generate a final surface with desirable compressive residual stresses whilst minimising the amount of cold work being introduced into the material to optimise its fatigue performance.
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Abstract. Residual stresses resulting from surface treatment methods like shot peening generally show a more or less steep stress gradient versus depth. X-ray diffraction is the most used method for depth profiling in case of near-surface stress gradients due to the small penetration depth of X-rays resulting in a high depth resolution. When the stress gradient is very steep and the stressed surface layer is in the range of the penetration depth of the X-rays, asymmetric diffraction lines may occur and determination of the diffraction line position has to be done with great care. In case of the stressed surface layer being thinner than the penetration depth of the X-rays a (partial) splitting of the diffraction line may occur which may allow to separately calculate both the mean stresses of the layer and the base material and additionally to determine the thickness of the stressed surface layer. For a shot peened silicon nitride ceramic the evaluation of the mean stress in the thin surface layer, the stress in the underlying base material and the thickness of the stressed surface layer on basis of profile fitting methods is demonstrated with special emphasis on the influence of the method used for determining the diffraction line position.

Introduction

Residual stresses resulting from surface treatment methods like shot peening generally show a more or less steep stress gradient versus depth. X-ray diffraction is the most used method for depth profiling in case of near-surface stress gradients due to the small penetration depth of X-rays resulting in a high depth resolution. In case of steep stress gradients being in the range of the penetration depth of X-rays various methods for calculation of the stress-depth profiles from stress-penetration depth profiles have been presented [1, 2, 3]. Although it is now well known that such stress gradients may result in asymmetric diffraction lines [4, 5, 6] little attention has been applied to the method to be used for the determination of the relevant diffraction angle from the intensity distribution of the diffraction line. Only the center of gravity of the complete diffraction line can be related to the depth inspected by the X-rays with the information being weighted by the exponential decrease of intensity versus depth [4, 7]. In case of using profile fitting methods asymmetric functions and the center of gravity of the fitted diffraction line shall be used.

X-ray investigations on ceramics, shot peened with small shot sizes, show additional effects on the diffraction profiles. When the surface layer influenced by shot peening is significantly smaller than the penetration depth of the X-rays, a significant part of the diffraction profile is built up by the unstressed base material. Due to the generally small widths of diffraction lines of ceramics, a more or less clear separation of the contribution of the surface layer and the base material may be obtained. Using profile fitting techniques may allow to separately calculating the stress states of both the surface layer and the base material as well as the thickness of the surface layer.

Effect of the stress gradients – penetration depths ratios on diffraction profiles

The effect of the stress gradient with respect to the penetration depth is sketched in Fig. 1. If the penetration depth is less than the stressed surface layer (1), an asymmetric diffraction profile may
occur. The location of the broadening of one flank of the diffraction line is depending on whether the near surface stress is compressive or tensile and is more or less continuous. In case of very steep stress gradients with the reversal point of the stress profile being close to the surface (2) and the thickness of the stressed surface layer being significantly smaller than the penetration depth of X-rays, the diffraction profile may show a splitting at one side of the profile. This is the situation handled in this paper.

![Figure 1: Sketch of diffraction lines resulting from different stress gradients – penetration depths ratios](image)

### Experimental details

**Material.** The material investigated was a commercially-available hot pressed silicon nitride ceramic (“HPSN-Black”) fabricated by FCT Ingenieurkeramik GmbH, Germany. The most important material characteristic are a Young’s modulus of 326 GPa, Poisson’s ratio of 0.268, 4-point bending strength of 900 MPa and fracture toughness of 8 MPa·m\(^{1/2}\). Stripes with a length 76 mm, width of 19 mm and thicknesses of 0.9 mm were used.

**Shot Peening.** The shot peening was carried out with an injection system with gravimetric feeding. The pressurized air and the shot are applied to the jet nozzle in two different tubes. The shot is accelerated in the nozzle. The shots used were tungsten carbide beads with a diameter of 45 µm – 135 µm (mean 90 µm). The peening pressure was 0.3 MPa.

**Determination of residual stresses.** The diffraction profiles of \{411\} –lattice planes of β-silicon nitride occurring at 2\(θ\) ñ 125° using CrK\(α\)-radiation were recorded for 15 \(ψ\)-angles between -56.8° and +56.8° using a Bruker D8 in side inclination mode and a Braun position sensitive detector. A X-ray elastic constant \(1/2s^2\) of 3.89 GPa\(^{-1}\) was applied. The penetration depth from which 64% of the diffracted X-rays arose was 11 µm. A biaxial surface stress state with \(σ_{33} \equiv 0\) MPa was assumed for fitting the resulting \(\sin^2ψ\) distributions of the lattice strains. Fitting and separation of the diffraction profiles, determination of the peak positions and calculation of stresses was done using an enhanced version of the Bruker software “STRESS”, originally designed by Fraunhofer IWM.

**Determination of layer thickness.** From the integral intensities of separated diffraction lines the thickness \(S_{layer}\) of the stressed surface layer can be calculated by Eq. 1:

\[
S_{layer} = \ln \frac{I_{layer}(θ,ψ)}{I_{substrate}(θ,ψ)} \cdot \frac{k(θ,ψ)\cdot μ}{k(θ,ψ)\cdot μ}
\]  

(1)

with \(I_{layer}\) = integral intensity of the diffraction line belonging to the stressed surface layer, \(I_{substrate}\) = integral intensity of the diffraction line belonging to the non-stressed base material (substrate), \(k = \) factor counting for the penetration depth and \(μ = \) linear absorption coefficient. All these quantities
are dependent on the tilt angle $\psi$ (and Bragg angle $\theta$). Thus, calculations for different tilt angles $\psi$ allow evaluating the scatter of results.

**Results**

**Diffraction profiles.** Fig. 2, left shows the \{411\} – $K\alpha_{1+2}$ diffraction lines of the shot peened silicon nitride recorded at 15 $\psi$-angles between -56.8° and +56.8°. The asymmetry of the diffraction profiles and an indication of peak splitting in some cases can be seen. In Fig. 2, right, the diffraction profiles recorded at $\psi = -56.8°$ and $\psi = 0°$ are shown. At $\psi = -56.8°$ the slope of the right hand flank is less than the slope of the left hand flank. Together with the observation of a more or less continuous intensity course it can be concluded that the thickness of the stressed surface layer is in the range of the penetration depth (see clause 1, Fig. 1). At $\psi = 0°$ a significant shoulder (peak splitting) at the left hand flank of the diffraction profile can be obtained. This indicates the thickness of the stressed surface layer being less than the penetration depth (see clause 2, Fig. 1).

**Figure 2:** Left: \{411\} - $K\alpha_{1+2}$ diffraction lines of the shot peened silicon nitride recorded at 15 $\psi$ angles between -56.8° and +56.8°.

Right: Diffraction profile recorded at $\psi = -56.8°$ (top) and $\psi = 0°$ (bottom), respectively, fitted by a Pseudo Voigt function doublet; displayed 20-range is 122° - 128°, the vertical lines indicate the range of fitting.

**Calculation of residual stresses.** Calculation of residual stresses was performed using 3 different methods for the determination of peak positions: (i) the (sliding) center of gravity, (ii) peak fitting using the split Pearson Seven function, (iii) peak splitting using Pseudo Voigt functions.

(i) Center of gravity. A rough check whether the diffraction profiles are influenced by no-ideal diffraction situations, stress gradients and other physically caused circumstances is possible on basis of the sliding-center-of gravity method [1]. In this method the center of gravity is calculated using a gradually increasing intensity threshold. The result of this peak treatment (including background and Rachinger-$K\alpha_2$ subtraction) is shown in Fig. 3.

Remembering that the intensity threshold determines both the location and amount of the diffracting volume this quick check already indicates that at different depths different stress states are present. But the contribution of different depths to the diffraction profile cannot be concluded exclusively on the threshold as the peak intensities may be dominated by highly stressed surface layers or by a large volume with homogenous stress below the surface. Nevertheless, from the slope of the $\sin^2\psi$-distribution (see Fig. 4), increasing with higher $\sin^2\psi$-values (reduced penetration depths, respectively), a higher amount of stress acting near the surface can be concluded.
(ii) Split Pearson Seven. Peak fitting using a reasonable mathematical function is one of the most applied methods for determining the diffraction line position. Using more or less of the complete peak a statistically well covered result can be expected. Fitting asymmetric diffraction profiles needs asymmetric functions like the split Pearson Seven function consisting of two slightly shifted Pearson Seven functions applied to the flanks of the diffraction line. This may result in a good peak fit but the physical meaning behind that fit is somewhat questionable when using the 2θ-position at maximum intensity (which is the common procedure of commercial software). The slope of the resulting \( \sin^2\psi \)-distribution would indicate a tensile stress which would obviously not be expected for a shot peened surface layer. But, this agrees somewhat with the result of the center of gravity method (see Fig. 3) when using a high intensity threshold. In addition, the slope of the \( \sin^2\psi \)-distribution, decreasing with increasing \( \sin^2\psi \) (decreasing penetration depth) indicates a tendency to smaller tensile stresses near the surface. Nevertheless, a stress calculation based on the Split Pearson Seven peak fit would lead to wrong results at all.

(iii) Peak splitting. Basis of this peak treatment was the assumption of shot peening using beads of only 90 µm diameter would affect only a thin surface layer with a more or less stress free base material beneath. This assumption was confirmed qualitatively by the stress calculation using the sliding center of gravity method and the curvature of the \( \sin^2\psi \)-distribution. The starting parameters for the separation of the diffraction profiles using two independent Pseudo Voigt functions -including the Kα₁ and Kα₂ diffraction lines were chosen from the peak with the most significant shoulder in one flank (see Fig. 2).
In Fig. 6 the $\sin^2 \psi$-distributions resulting from the peak splitting procedure are shown. Both distributions show a more or less linear behavior indicating that no significant stress gradient could be resolved in the near surface and the base material. From the slopes a high compressive residual stress of 2936 MPa ± 118 MPa can be calculated for the surface layer affected by shot peening; for the base material, not affected by shot peening, small tensile residual stresses of 125 MPa ± 8 MPa are derived. Tensile residual stresses in the base material are needed to compensate compressive residual stresses in the surface layer.

**Thickness of the stressed surface layer**

Based on Eq. 1 the thickness of the stressed surface layer was calculated from two measurement directions phi = 0° and 90° (longitudinal and transverse). Due to the symmetry of the stress state resulting from shot peening, both measurements should give comparable values. This is confirmed by the results:

- Phi = 0°: Thickness of the stress surface layer = 4.95 ± 1.05 µm
- Phi = 90°: Thickness of the stress surface layer = 4.94 ± 0.7 µm
**Conclusion**

X-ray diffraction measurements were performed on silicon nitride ceramics shot peened with 90 µm shot. The diffraction profiles show some asymmetry and in some cases evidence of peak splitting. The result of residual stress calculation is dramatically dependent on the method used to determine the diffraction line position. Fitting of distinct peaks to the intensity distributions leads to reasonable residual stress results for the surface layer influenced by the shot peening and the underlying base material. In addition, the thickness of the stressed surface layer can be calculated on basis of the intensities of the separated diffraction peaks. The results show, that the shot peening process led to extremely high compressive stresses in a very thin surface layer. The presented method may be applicable to all near surface stress states where the penetration depth is significantly larger than the thickness of the stressed surface layer.
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\textbf{Abstract.} The presented work is related to the determination of residual stresses in ceramic coatings, where the material removal is done by laser ablation and the occurring surface deformation is measured with digital holography. Insights into the underlying assumptions and calculations to determine the depth dependent stress values from extensive displacement measurements shall be given. Moreover, the inhomogeneous elastic material properties and deviations from idealized removal geometries (in this case holes and notches) have to be considered. To cover all involved fields, i.e. thermodynamics and continuum mechanics, numerical studies for conventional and laser hole drillings were conducted and the ablation process was simulated. As the laser cannot produce ideal cylindrical or rectangular geometries, appropriate mathematical approximations are applied to choose a representative profile of the removed material. Furthermore, the calculation of stresses based on full field displacement measurements is done with an own program in several depth increments. These calculations are based on numerical calibration data for the elastically inhomogeneous compound of coating and substrate. Especially notch-like forms of material removal, where case sensitive weighting functions are applied for evaluation, can lead to reliable results. The physical experiments were done on aluminium plates with applied alumina layers.

\textbf{Introduction}

The reduction of manufacturing costs and enhancement of product lifetime are central goals for many modern research areas. Especially components which are supposed to withstand aggressive thermal, mechanical or chemical environments can be challenging in their production and maintenance. A reliable way to protect metals from high thermal and abrasive loads, i.e. turbine blades, can be achieved by coating them with suitable ceramics by atmospheric plasma spraying (APS). Hereby, a ceramic powder is injected into a plasma jet, molten and accelerated towards the specimen. During the impact of the liquid particle it is highly deformed and will quench almost immediately due to the comparably low heat capacity which leads to high tensile stresses in the solidified ceramic. When the coating is finished the whole component will bear a non-homogeneous temperature distribution, but even for a uniform temperature the differences in thermal expansion coefficients of substrate and coating will lead to further residual stresses during the cooling-down. While this residual stress cannot be avoided, it is possible to conduct the process in such ways, that a sometimes even beneficial state can be achieved, i.e. a compressive residual stress within the brittle coating. Nevertheless it is of great importance to know the existing stress state of the investigated part in order to ensure high quality products. A profound determination technique for this case is the incremental hole drilling (IHD). Hereby, a mechanical drill removes incrementally material out of the...
stress afflicted component. As a new equilibrium is achieved, the area around the hole deforms. This deformation is mostly measured by a strain gauge and with a proper case sensitive calibration the underlying residual stress can be derived from it [1], [2].

The drawbacks of this method are the necessity of mechanical contact with the specimen, the specimen preparation with strain gauges and the overall time-consuming drilling operating. Therefore, a new approach shall be investigated, where the material removal is conducted via laser ablation and the occurring surface displacements will be measured by digital holography (DH).

**Boundary conditions and set-up**

The majority of investigations were conducted on an aluminium sample (E = 68 GPa, μ = 0.34) with a thickness of 6 mm on which a 200 µm Al₂O₃ coating (E = 166 GPa, μ = 0.23) was applied by APS. The specimens are initially grit blasted in order to enhance the adhesion between substrate and coating, which leads to a preliminary surface near hydrostatic residual compressive stress. Afterwards, the coating is applied and the overall residual stress distribution can be determined after the specimen has cooled down to room temperature (Fig. 1). For this determination a mechanical IHD operation was conducted, where an integral method (IM) evaluation scheme with a case sensitive calibration was applied [1]. Further numerical studies showed, that the high values after 200 µm depth might be mainly related to a plastification process due to the stress intensification around the hole. The relaxation of the coating tends to stress the aluminium 50% over its yield strength, which leads to an overestimation of the residual stress determination.

**Fig. 1: Residual stress distribution, determined with classical IHD and case sensitive calibration**

As the next step, the drilling and displacement measurement shall be done by optical manners. To measure the surface displacement, digital holography was applied. Hereby, green laser light (wavelength 532 nm) is used to illuminate the specimen under at least one direction. The reflected light is overlaid with a reference beam, this leads to an interference pattern which is recorded with a CCD sensor. When the surface changes due to residual stress relaxation, the wavelength of reflected light also changes, which leads to another interference pattern. By overlaying reference- and final-pattern the underlying displacement can be calculated [3].

For the material ablation a SpitLight 600 laser from InnoLas© with a wavelength of 1064 nm, a pulse length of 7 ns, a repetition rate of 20 Hz and an energy of 40 mJ was used. Due to the high energy densities (> 10⁶ W/cm²) the subjected material sublimates almost suddenly and a high back pressure builds up which accelerates the ablated material out of the hole. As this thermodynamic process imposes heat, a numerical simulation was conducted in order to investigate possible heating effects [4]. It was shown, that the majority of heat is transported out of the specimen by the
sublimation of material. The resulting heat affected zone is smaller than 10 µm, which is also observed in corresponding micrographs of the holes cross-section (Fig. 2). Therefore, only a negligable amount of heat is really imposed into the remaining material, which means that further surface strains are hereby not achieved.

**Fig. 2: Ablated hole shape for spot focused laser beam (left) and corresponding heat affected zone (HAZ) [5]**

**Residual stress evaluation for hole-like structures**

The first residual stress determinations were conducted on simple hole-like structures like in Fig. 2. Here, an unshaped laser beam was used for the ablation process and led to a non-cylindrical structure. A well-known procedure to calculate the residual stress field of extensive displacement measurement was introduced by Schajer and Steinzig in 2005 [5], [6]. It relies on the integral method, where the radial profiles of pure shear and hydrostatic stress induced surface displacements are used for calibration. Hence, several finite-element-method (FEM) models have been made to calculate these profiles for the laser hole geometries in several depth steps. Therefore, white-light confocal microscopy images of the surface (x-y-plane) have been made, in order to evaluate the hole geometry for subsequent increments. Those images were then approximated with a best-fit-algorithm by frustums of a cone aka the equation

\[ (x - x_m)^2 + (y - y_m)^2 = \left[\frac{a}{h(h - z)}\right]^2, \]  

where \( x_m \) and \( y_m \) are referring to the middle, \( a \) to the radius and \( h \) to the frustums height. Therefore, a convenient description of the material removal was achieved and the transfer into a FEM program could be eased. A more detailed description can be found in [7]. Despite the efforts, the resolution and deviation are not as good as the ones for classical IHD (Fig. 3). Yet, the qualitative trend is comparable to the IHD and, therefore, the feasibility of this method could be shown. But to enhance the method, especially the shape of the removed material must be improved.

**Residual stress evaluation for improved ablation of notch structures**

While the ablation of a simple hole structure doesn’t need further equipment, it lacks necessary geometrical accuracy. Therefore, the system was enhanced with a spatial light modulator (SLM), in order to achieve material removal in more sophisticated forms. For hydrostatic residual stress states, like in most APS coatings, a stress determination in one direction is enough. Therefore, a notch was produced by laser ablation with considerable geometrical accuracy in several increments. One increment is achieved by applying approximately 200 pulses over the notch-length within one sequence. The displacement is then measured after every depth increment via digital holography perpendicular to the notch. Rigid body movements are simply filtered by adjusting the outer values regarding their angle and absolute displacements to zero. The basic evaluation scheme relies on the integral method [8]. That means a calibration for the given material and removal geometry has to be
calculated step- and load-wise with proper FEM models in advance. For this reason several confocal microscopy images have been taken after different sequences to find the real notch depths. The achieved notch length was 1.1 mm for a width of 0.15 mm, while the ablation depth per sequence was approximately 6.03 µm. The FEM calibration was done for increments with a thickness of 10 µm.

Fig. 3: Residual stress determination with incremental laser ablated hole-like structure

Compared to hole-like ablations, the relieved surface displacements are no longer radial symmetrical, why the formerly described evaluation cannot be applied. Of course, the values close to the notch tend to be the highest, while they gradually decrease towards the outside (Fig. 4). Hence, it is self-evident to weight the displacements according to their height, as for normal distributed absolute errors higher values are more reliable. To find a suitable weighting function the displacement field (along the x- and y-direction) is represented by two functions: one along the parallel side of the notch as a power function

\[ f(y) = p_1 \cdot y^{p_2} + p_3 \]

and one in the middle of the notch, parallel to the x-axis as an arc tangent function

\[ f(x) = -p_4 \cdot \text{atan}\left(p_5(x - p_6)\right) + p_7. \]

The parameters \( p_1 \) to \( p_7 \) were identified with the commercial tool Matlab\textsuperscript{©}. With this regression, a weighting distribution can simply be calculated by writing the values of \( f(y) \) in columns of a matrix which has the size of the measurement field. The same is done for \( f(x) \) in an equal matrix, but line wise. The product of both matrices leads to a measurement data based weighting distribution \( F \), which should be normalized to its maximum value. Its shape is overall similar to the one of Fig. 4, but it is mirrored symmetrical to the x-axis. A weighted mean displacement for all measurement points \( i \) can then easily be calculated by

\[ \bar{U} = \frac{\sum f_i \cdot U_i}{\sum f_i}. \]
exactly defined depth, it is reasonable to calculate the calibration coefficients \( K \) for a given depth by a bivariate interpolation scheme [8]. After the primary residual stress distribution was determined, the results can be regularized with the Tikhonov regularization [9]. To investigate the effects of weighting, a numerical study for an incremental laser notch ablation was done. Therefore, a corresponding FEM model was used, where a residual stress of 200 MPa was applied. The resulting surface displacements were then artificially spread by means of a Gaussian distribution with a standard deviation of 8 nm. The resulting deviation of residual stress was 18 MPa. By using the proposed weighing, this deviation could be lowered to 12 MPa.

![Displacement field for an ablated notch at a depth of 0.12 mm](image)

**Fig. 4: Displacement field for an ablated notch at a depth of 0.12 mm**

In Fig. 5 the results of the residual stress determination with laser ablation material removal are plotted together with the results from the classical incremental hole drilling. The resolution is significantly better than for simple hole ablation (Fig. 3), while the deviation compared to the regularized data is acceptable.

![Residual stress determination with laser notch ablation](image)

**Fig. 5: Residual stress determination with laser notch ablation**

Compared to the IHD, the deviation seems higher, which might be related to geometrical inaccuracies and slight depth variations. But solely because of the finer depth steps, small errors lead to bigger notable spreading of results. Noteworthy is also the difference of values up to the depth of 100 \( \mu \)m. While the IHD shows a linearly rising stress, the notch ablation method indicates surface stresses of roughly 500 MPa. A comparative XRD measurement revealed a surface stress of \(-596 \pm 44\) MPa. This might indicate a better sensitivity to surface near stresses for the laser notch method.
Conclusions and outlook
First results proof the applicability of laser ablation to relax residual stress, where the resulting surface displacements are measured by digital holography and evaluated according to the integral method. The laser ablation seems to imply only neglectable amounts of heat, while the resulting hole geometry can be approximated by simple geometrical forms and, therefore, calibration values can be obtained numerically. A spot focused laser beam leads to some variations in the holes geometry, but overall axial symmetrical removals can be evaluated by using the approach of [5], [6], even if not ideal cylindrical holes and inhomogeneous specimen are present. Hereby, the results of residual stress profiles show the same qualitative behaviour as IHD determinations, but tend to a higher deviation. The main reason is related to uncertainties of the ablated hole structure.

By using SLM to ablate material in notch-form, the structure of removal is significantly more reliable regarding its dimensions. The extensive displacement measurements can be evaluated with a special integral method based scheme and data dependent weighting functions to reduce the corresponding deviation considerably. Hence, especially surface near stresses could be determined more accurate compared to classical IHD determinations. Now continuing analyses should be performed in order to validate the results further.
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Abstract. In order to predict the lifetime of welded structures, it is important to evaluate three-dimensional residual stresses nondestructively. However, X-ray diffraction is useful for measuring residual stresses only on the surface. Neutron diffraction is known to be an effective nondestructive method for measuring residual stresses till a depth of several tens of millimeters. Nevertheless, it is not a technique useful for on-site measurements. This is because neutron diffraction is achievable only within special irradiation facilities. In this paper, the authors have proposed a non-destructive method to estimate three-dimensional residual stresses by using X-ray measurements. In this method, the residual stresses for an entire structure are calculated from eigenstrains by using an elastic FEM (Finite Element Method) analysis. Eigenstrains can be estimated from elastic strains measured through X-ray diffraction using inverse analysis. The relationship between the three-dimensional eigenstrains and the surface elastic strains can be obtained if the Young’s modulus, Poisson’s ratio, and dimensions of the structure are known. This study aims to demonstrate the effectiveness of the proposed method on an actual butt-welded plate made of stainless steel SUS430. To evaluate the accuracy of this method, the residual stresses estimated using the method was compared with that measured using X-ray diffraction. In order to maximize the estimation accuracy of this inverse analysis, we considered the eigenstrain distributions along both the welding and thickness directions, as well elastic strains measured on the weld metal were used to estimate.

Introduction

It is important to predict crack propagation for observed cracks to prevent fatigue fractures and stress corrosion cracking (SCC) in welded structures. However, it is difficult to estimate crack growth rate without information on welding residual stresses. Three-dimensional welding residual stresses can be simulated qualitatively by using thermal elastic-plastic FEM analysis [1,2]. Nevertheless, it is recommended that each welded structure be quantitatively measured because individual differences in welding residual stress between them can be high. Currently, diffraction methods, including X-ray diffraction and neutron diffraction [3,4], are used as nondestructive measurement methods. However, it is impossible to measure three-dimensional stress distribution on-site by using these methods. X-ray diffraction is useful to measure only surface residual stresses. Higher energy diffraction methods, including synchrotron and neutron diffractions, are available only within special irradiation facilities. Therefore, the targeted welded parts have to be destructively cut from an actual welded structure for measuring stress distribution. The cutting process releases some of the residual stresses, which affects the accuracy of the entire measurement process.

As an alternative, the Bead Flush method, which is based on the eigenstrain methodology [5], has been proposed [6]. In this method, three-dimensional residual stresses are calculated by conducting
In the present study, the authors have estimated residual stresses of welded plates made of SUS430 by using this method on elastic strains measured over the weld metal [12]. For this estimation, it is assumed that welding eigenstrains are constant along the thickness direction even though the butt-welded joint has single U-groove before welding. The eigenstrain distribution along the welding direction is also neglected during inverse analysis. The residual stresses of welded joints made of SUS430 are estimated using this method after considering eigenstrain distributions along both the welding and thickness directions. Parameters to express eigenstrain distributions are determined following the Response Surface methodology. To evaluate the estimation accuracy, the residual stresses estimated using this method are compared with those measured by X-ray diffraction.

**Analytical Procedure**

The elastic strains $\{\varepsilon_e\}$ of the concerned elements and the welding eigenstrains $\{\varepsilon^*\}$ for the entire structure can be related through an intermediary - an elastic response matrix $[R_e]$ as:

$$\{\varepsilon_e\} = [R_e] \{\varepsilon^*\}$$  \hspace{1cm} (1)

The $i$-th column of the response matrix can be determined by imposing a unit eigenstrain on the $i$-th component of $\{\varepsilon^*\}$ during elastic FEM analysis. Based on Eq. (1), the surface elastic strains before and after the removal of the weld reinforcement - $\{\varepsilon_{eb}\}$ and $\{\varepsilon_{ea}\}$ respectively - can be expressed, as follows:

$$\{\varepsilon_{eb}\} = [R_b] \{\varepsilon^*\}$$  \hspace{1cm} (2)

$$\{\varepsilon_{ea}\} = [R_a] \{\varepsilon^*\} + [R_a] \{\varepsilon_{pa}^*\}$$  \hspace{1cm} (3)

where $[R_b]$ and $[R_a]$ respectively denote the response matrix before and after the removal. $\{\varepsilon_{pa}^*\}$ is the processing strain that remains after the smoothening. By jointing Eq. (2) and Eq. (3), we obtain the following equations [18]:

$$\{\varepsilon_{eb}, \varepsilon_{ea}\}^T = [R] \{\varepsilon^* \varepsilon_{pa}^*\}^T$$  \hspace{1cm} (4)

$$[R] = \begin{bmatrix} R_b & 0 \\ R_a & R_a \end{bmatrix}$$  \hspace{1cm} (5)

Actual nondestructive measurements of elastic strains contain observational errors $\{\varepsilon_{err}\}$, as given below:
\[
\{ \varepsilon_{ebm}, \varepsilon_{eam} \}^T = [R] \{ \varepsilon^{*}, \varepsilon^{*}_{pa} \}^T + \{ \varepsilon_{err} \} \tag{6}
\]

where \( \{ \varepsilon_{ebm} \} \) and \( \{ \varepsilon_{eam} \} \) are both elastic strains measured using nondestructive methods. The estimated values of welding eigenstrains \( \{ \varepsilon^{*} \} \) and processing strains \( \{ \varepsilon^{*}_{pa} \} \) can be obtained from elastic strains measured by X-ray diffraction, through inverse analysis, as shown below:

\[
\{ \varepsilon^{*}, \varepsilon^{*}_{pa} \}^T = [R]^+ \{ \varepsilon_{ebm}, \varepsilon_{eam} \}^T. \tag{7}
\]

where \([R]^+\) is the Moore and Penrose generalized inverse matrix [7] of \([R]\), which is given by:

\[
[R]^+ = [R]^T [R] ( [R]^T [R] )^{-1} [R]^T. \tag{8}
\]

**Target Joint and Measurements by X-ray Diffraction**

The dimensions of the target plate (Fig. 1) were 80×100×10 mm\(^3\). The widths of the weld bead on the top and bottom surfaces were 16 mm and 8 mm, respectively. The welding conditions are listed in Table 1. Ferritic weld wires were used to join stainless steel SUS430 to enable easier measurements over the weld metal by using X-ray diffraction. It took nine weld passes to fill single U-groove. Except during the first weld pass, the heat source was oscillated to avoid poor penetration along the boundaries between the base and weld metals. The excess metal on the top surface was removed using a flat-surface grinding machine.

![Fig. 1 Butt-welded](image)

Elastic strains along the welding direction and the perpendicular to the welding direction on the top surface were measured using X-ray diffraction to estimate welding eigenstrains. Fig. 2 shows the measurement points before and after the removal of weld reinforcement. Measurement conditions of X-ray diffraction were typical, as shown in Table 2. This X-ray diffraction is based on the \(\sin^2 \psi\) method. Irradiation area of X-ray diffraction was set at 2×2 mm\(^2\), as normal range. Note that \(x\), \(y\), and \(z\) are the welding direction, the perpendicular to the welding direction from the center of the weld, and the thickness direction, respectively, as shown in Fig. 1.

**Stabilizing Solution in Inverse Analysis**

**FEM Model.** An FEM model used in this estimation is shown in Fig. 3. This model is symmetric about the weld line. The numbers of nodes and elements before the removal of the excess metal are 1397 and 1020, respectively. The Young’s modulus and Poisson’s ratio were set at 200 GPa and 0.3, respectively. For FEM analysis, the commercial software ANSYS (Cybernet Systems Company, Limited, Japan), was used.

**Stabilizing Solutions.** Solutions obtained from this inverse analysis are relatively sensitive because the three-dimensional eigenstrain distributions are being estimated from measurements of
two-dimensional surface strains that include observational errors. During this study, the method of functional approximation of welding eigenstrains and the artificial noise method [7] were introduced. These are described below.

First, logistic functions were used to express welding eigenstrains [13], as shown below:

\[
\{\varepsilon^*_s\}(y) = \sum_{i=1}^{4} \frac{\{a_{si}\}}{1 + \exp(p + q_i y)}, \quad p = -5.0, \; q_1 = 0.60, \; q_2 = 0.40, \; q_3 = 0.30, \; q_4 = 0.25 \tag{9}
\]

where the subscript \(s\) denotes any of the three directions - welding \((x)\), perpendicular to the welding \((y)\) and thickness \((z)\) directions. The constants \(p\) and \(q_i\) are determined such that eigenstrains are distributed within 40 mm in the \(y\) direction [14]. Therefore, the number of elements in the unknown vector \(\{a_{si}\}\) becomes 12 (four functions in each direction). In the previous study, it was assumed that eigenstrains were not distributed along the welding and thickness directions [12]. In order to improve the estimation accuracy in this study, eigenstrain distributions in these directions were considered using the equation below instead of Eq. (9) [10].

\[
\{\varepsilon^*_s\}(x, y, z) = \sum_{i=1}^{4} \frac{\{a_{si}\}(\beta + 1)}{1 + \exp(p + q_i \sqrt{y^2 + (t - z)^2 / \alpha})} \tag{10}
\]

where it is better to set constant \(t\) as the gross thickness that includes bead heights on the top and bottom. In this study, the value of \(t\) was set at 14 mm. The most probable values of \(\alpha\) and \(\beta\) are determined based on the Response Surface methodology. Additionally, it was assumed that processing strains formed on the machined surface were constant along the welding direction, and that their values from \(y = 0\) mm to 2 mm and from 3 mm to 8 mm are equal. Consequently, the total number of unknown parameters of the processing strains was 6 (2 surfaces in each direction).

The other approach to improve well-posedness of this inverse analysis is the used of the artificial noise method [7]. When the response matrix \([R]\) with rank \(n\) is decomposed, the following equations can be obtained.
\[ [R]^+ = [U] [B]^− [V]^T \]  
\[ [B]^− = \begin{bmatrix} B_n & 0 \\ 0 & 0 \end{bmatrix}, \quad [B_n]^− = \begin{bmatrix} 1/\mu_1 & 0 \\ 0 & 1/\mu_2 \\ \vdots & \vdots \\ 0 & 1/\mu_n \end{bmatrix} \mu_1 \geq \mu_2 \geq \ldots \geq \mu_n \geq 0. \]  
(11)  
(12)

If the absolute value of the singular value \( \mu_j \) (1 \( \leq j \leq n \)) reduces, measurement errors exert a larger effect on solutions. To eliminate this influence in the artificial noise method, \([B_n,j]^−\) is used instead of \([B_n]^−\), as shown below:

\[ [B_n,j]^− = ([B]^2 + \gamma[I])^{-1} [B]^T \]  
(17)

where \([I]\) denotes a unit matrix. Solutions can be stabilized by increasing the value of the real number \( \gamma \). In this inverse analysis, the L-curve method [15] was applied to determine the most probable value of \( \gamma \).

**Estimated Results**

The most probable values of \( \alpha \) and \( \beta \) were determined from a response surface (Fig. 4) to be 0.7 and 0.010, respectively. The vertical axis in this graph is a residual norm that is a difference between the estimated and measured residual strains on the measurement points. Therefore, the most probable values can be found at the minimum value.

The residual stresses at \( x=50 \) mm on the bottom surface estimated using this method are compared with residual stresses directly measured using X-ray diffraction (Fig. 5). The dashed green lines are the estimated values without considering eigenstrain distributions in the \( x \) and \( z \) directions. The residual stresses, estimated using \( \alpha \) and \( \beta \), are drawn by using solid blue lines. An almost equivalent estimation accuracy can be observed at \( x=50 \) mm on the bottom surface (Fig. 5(a)). On the other hand, estimation accuracy can be improved at \( y=10 \) mm by considering eigenstrain distributions (Fig. 5(b)).

**Fig. 4** A response surface to determine the most probable values of \( \alpha \) and \( \beta \).

**Fig. 5** Exact and estimated residual stresses along the \( x \) direction on the bottom surface. The red lines are measured values using X-ray diffraction. Estimated residual stresses with and without considering eigenstrain distributions are drawn by the solid blue line and the broken green line, respectively.
However, it might be better to use higher-degree equation for the approximation because residual stresses measured by X-ray diffraction were largely oscillated along the welding direction, as Fig. 5(b). Eigenstrain distributions might be complicated by the oscillation of the heat source during welding.

Summary
The method that is based on the eigenstrain methodology and X-ray diffraction was applied on an actual butt-welded joint made of SUS430 to evaluate three-dimensional residual stresses. The estimation accuracy of this method was improved by considering the eigenstrain distributions along the welding and thickness directions.
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Abstract. Hydraulic autofrettage is a manufacturing process that induces favorable compressive residual stresses and is especially suitable for the treatment of internally pressurized components. If autofrettage is not the final treatment applied, the application of post-machining or other cold working processes can lead to a relaxation and redistribution of the stresses induced by the autofrettage process. In this paper, comprehensive X-ray diffraction residual stress measurements were performed and the influence of the applied autofrettage pressure and post-machining on the resultant residual stress vs. depth profiles was investigated.

Introduction

It is well known that compressive residual stresses are favourable because they act to close existing cracks in components and prevent the generation of new ones. When a component experiences in-service loading, applied tensile stresses will be shifted by the compressive residual stress (RS) field, if present. If the compressive RS field is of sufficient magnitude, the final stress state may still remain locally compressive despite the superimposed applied tensile stresses. There are several processes that are able to induce high magnitude compressive RS; e.g. shot peening, deep rolling and laser shock peening. The autofrettage (AF) process is especially suitable for treating internal geometries, e.g. components of the common rail diesel injection system. It leads to a beneficial and pronounced compressive RS vs. depth profile \cite{1, 2} and several authors report an extension in fatigue life for components treated with this process \cite{3, 4}. Its principle can be explained as follows \cite{5}: when applying AF, a low-viscosity hydraulic medium is used to rapidly over-pressurize the treated component. If the resulting stresses exceed the yield strength of the material, then elasto-plastic deformation will result. Typically, the inner surface of the treated component deforms plastically while the outer surface of the component remains only elastically deformed. After releasing the AF pressure, the elastically deformed region of the component strives to return to its original state but is prevented from doing so by the inner plastically deformed region. This inhomogeneous deformation leads to the generation of compressive RS on the inner region of the component. This compressive region is compensated for with tensile stresses on the outer region of the component. The AF pressure is the most important processing input parameter and changing it leads to different RS vs. depth profiles in the part \cite{6}. It has been shown that the AF process not only induces RS but also results in concomitant macroscopic shape deviations \cite{7}. When high dimensional accuracy of the treated component is required, it may be necessary to perform a post-machining operation that could result in a redistribution and/or relaxation of the RS induced by the AF process. As such, the following paper presents investigations that include: pre-machining, autofrettage and post-machining.
X-ray diffraction (XRD) is an established, generally applicable, and time-proven method for near surface (up to 0.025 mm) RS measurements [8]. Accompanied with an electropolishing procedure, it offers the possibility to investigate RS at depth. In the presented paper, XRD techniques were employed to measure the RS vs. depth profiles in thick walled cylinders that were treated with different AF pressures and partially post-treated using a reaming operation. Due to the geometric constraints inherent to the specimens, they were sectioned in half to enable XRD based RS measurements on their inner diameter (ID). To account for the relaxation and redistribution of the RS induced by the AF process as a result of axial sectioning, strain gauges were applied to the inner and outer diameters (OD) of the specimens’ surfaces prior to cutting. The strain gauges were then monitored during the sectioning process and the results obtained were used to correct the measured stresses for the effect of sectioning. Since the XRD technique samples a relatively thin surface layer, material removal techniques were applied so as to obtain the full through wall thickness RS profile. To this end, electropolishing techniques were employed and the resulting stress relaxation was corrected for using the analytical methods proposed by Moore and Evans [9].

**Experimental setup**

The samples used for the experiments are thick walled cylinders, manufactured from high strength AISI 4140 steel (hardened at 840 °C and tempered at 610 °C). Two measurement points (MP1 and MP2) were chosen to characterize the different treatment sequences on both sides of the thick walled cylinders. The process and measurement chains are shown in Table 1.

<table>
<thead>
<tr>
<th>MP1</th>
<th>MP2</th>
<th>Process and measurement chain</th>
<th>Process parameters</th>
<th>Residual Stresses</th>
</tr>
</thead>
<tbody>
<tr>
<td>+</td>
<td>+</td>
<td>Raw part</td>
<td>Rolled</td>
<td>Present, unknown</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hardened at 840 °C</td>
<td>Randomly distributed</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Tempered at 610 °C</td>
<td></td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>Pre-Machining (boring)</td>
<td>HSS twist drill</td>
<td>σ [MPa]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Length: 125 mm</td>
<td>Distance from ID [mm]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n = 200 1/min, v_f = 1 mm/s, ID = Ø 9H12</td>
<td></td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>Autofrettage</td>
<td>Autofrettage</td>
<td>σ [MPa]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>pressure levels:</td>
<td>Distance from ID [mm]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>P = 2000, 8000, 8500, 9000 and 9500 bar</td>
<td></td>
</tr>
<tr>
<td>-</td>
<td>+</td>
<td>Post-Machining (reaming)</td>
<td>HSS – E 6 blades reamer</td>
<td>[MPa] Stress relaxation?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>n = 200 1/min, v_f = 0.6 mm/s, OD (up to middle) = Ø 10H7</td>
<td>Distance from ID [mm]</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>Strain gauges application</td>
<td>N.D.</td>
<td>Unchanged</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>Axial cutting/strain gauges reading</td>
<td>N.D.</td>
<td>Stress relaxation?</td>
</tr>
<tr>
<td>+</td>
<td>+</td>
<td>XRD Measurements/Electropolishing</td>
<td>See Table 2</td>
<td>Stress relaxation?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Samples were prepared by first boring (n = 200 1/min, v_f = 1 mm/s) an inner diameter of 9 mm, using a HSS twist drill. The cylinders were then treated with AF pressures ranging from 2000 to 9500 bar. The treatment with 2000 bar did not lead to a plastification of the cylinders’ surface and RS was therefore not generated; the cylinders treated with an AF pressure of 2000 bar are thus considered to be untreated. A reaming operation (n = 200 1/min, v_f = 0.6 mm/s) to an inner diameter of 10 mm was then performed on the right side of the cylinder leaving the left half of each cylinder...
(MP1) bored and autofrettaged, whereas the right half (MP2) was additionally reamed. The reason for this additional treatment was to investigate the RS relaxation and redistribution due to this post-AF treatment. Strain gauges were then applied to the inner and the outer surfaces of the specimens and an axial cut provided access for XRD RS measurements on the inner diameter of the specimens. After the axial cut was performed, the stress relaxation on both the inner and outer diameters of each specimen was calculated via the strain gauge readings. For the XRD RS measurements the setup parameters shown in Table 2 were employed.

Table 2 - X-ray diffraction setup Parameters

<table>
<thead>
<tr>
<th>Instrument: Proto LXRD</th>
<th>Crystallographic Plane: {211}</th>
<th>Oscillation(s): Beta 4.00°</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software Version: XRDWIN 2.0 Build 86</td>
<td>Bragg Angle (2θ): 156.4°</td>
<td>Collection Time: 0.25 seconds x 20 exposures</td>
</tr>
<tr>
<td>Goniometer Configuration: Psi</td>
<td>Aperture: 2 mm</td>
<td>Peak Fit: Gaussian 85%</td>
</tr>
<tr>
<td>Target: Cr (Kα_{avg} 2.291 Å)</td>
<td>Psi Tilts: 22</td>
<td>LPA Correction On: Yes</td>
</tr>
<tr>
<td>Target Power: 30 kV, 25 mA</td>
<td>Tilts: (0°, ±25.00°, ±20.60°, ±15.85°, ±11.80°, ±3.74°)</td>
<td>Background Subtraction: Linear</td>
</tr>
</tbody>
</table>

The RS vs. depth profile was generated by means of sequential XRD measurements and material removal using electropolishing techniques to mid–wall thickness from the ID. RS measurements were then performed from the OD to mid-wall thickness. Once the RS measurements were completed, the pertinent data corrections were applied. First, the gradient correction was applied as per SAE HS-784 [10]. This correction accounts and corrects for steep RS gradients and their effect on sampling depth variations with incident x-ray beam angle. Next, the material removal correction was applied to the gradient corrected data; this correction is based on the analytical methods proposed by Moore and Evans [9] for cylinders and plates and is still the most widely used correction in industry. Finally, the measurement results obtained were corrected for stress relaxation due to sectioning using the strain gauge data. The two data sets obtained on the OD to mid-wall thickness and ID to mid-wall thickness were combined into one contiguous through wall RS profile.

Results

XRD measurements were performed for the untreated (AF 2000 bar) as well as the specimens treated with 8000, 8500, 9000 and 9500 bar AF pressure. In order to characterize statistical variability, three different specimens treated with the same AF pressure (8000 bar) were characterized using XRD. In Fig. 1, the residual hoop stress vs. depth for these specimens is plotted after gradient, depth and strain corrections were applied. The results for the bored and AF side (MP1) of the AF 8000 bar specimens plotted in Fig. 1a), indicate that the maximum induced RS for each specimen is just below the surface and ranges from -450 to -550 MPa in compression. It can also be seen that the RS becomes slightly tensile at a depth of approximately 2 mm. On the outer diameter of the specimens, a thin layer of compressive RS can be also observed which is thought to be due to the turning operation that was used for their pre-machining. Fig. 1b) depicts the hoop RS for the specimens autofrettaged with 8000 bar on the bored, autofrettaged, and reamed side of the specimen (MP2). The maximum induced compressive RS is lower in magnitude and on the order of -400 MPa. This reduction in RS is attributed to the reaming operation after the AF which removes a part of the most compressive loaded material thus leading to a redistribution and relaxation of the balancing tensile RS towards the OD. Brünnet et al. [7] investigated the influence of the post-machining, namely the reaming operation after AF, and confirms that it leads to a relaxation and redistribution of RS.
Fig. 1 – Corrected hoop RS for specimens AF treated at 8000 bar – a) at MP1 and b) at MP2.

The hoop RS vs. depth profile for the non-autofrettaged specimen can be seen in Fig. 2. On the bored side of the specimen (MP1), see Fig. 2a), a thin layer of compressive RS is visible near the ID and the OD. This can be attributed to the boring (ID) and turning (OD) operations. In Fig. 2b), the stress profile for the reamed side of the specimen (MP2) is plotted. It can be seen that the near surface measured RS was approximately 70 to 100 MPa less compressive as compared to MP1. This indicates that the reaming operation itself results in lower magnitude compressive RS as compared to the boring operation.

Fig. 2 – Hoop RS for specimens AF treated at 2000 bar – a) at MP1 and b) at MP2.

The hoop RS vs. depth profile for MP1 for the specimens treated with different AF pressures are plotted in Fig. 3. Fig. 3a) depicts the “as measured” results. Here, it can be observed that the non-autofrettaged specimen (2000 bar) has a very thin layer (about 0.5 mm) of compressive RS on the ID that is produced during the boring operation. An unanticipated result was observed in the curves for the specimens that were autofrettaged at different pressures. It was expected that increasing the AF pressure would lead to a greater maximum induced compressive RS. Instead, the apparent maximum stresses remained approximately the same with increasing AF pressure and in some cases, it decreased. Nevertheless, the higher AF pressures produced a deeper compressive RS layer that was compensated for with higher subsurface tensile stresses. When examining the corrected results, see Fig. 3b), it is clear that even after the corrections are applied, the maximum compressive RS achieved does not increase with increasing AF pressure, and in some cases, it decreases slightly. If the difference in the RS vs. depth profiles for the three specimens treated with
an AF pressure of 8000 bar is considered (about 75-100 MPa) it can be concluded that, in the AF pressure range (8000 to 9500 bar), the measured RS is of similar magnitude.

Fig. 3 – Hoop RS AF variation at MP1 – a) As measured and b) Gradient, depth and strain corrected.

The RS vs. depth profiles for the specimens treated with different AF pressures at MP2 (boring, AF and consecutive reaming) are plotted in Fig. 4. The “As measured” profiles can be seen in Fig. 4a). Here, it can be observed that material removed by the reaming operation leads to a significant relaxation in the compressive RS induced by the AF operation. When compared to results obtained at MP1 (where the AF process represents the final treatment applied), results obtained in the compressive RS region near the ID at MP2 are more than 100 MPa less compressive. It can also be observed that higher magnitude applied AF pressures result in higher magnitude stress relaxation. Notwithstanding, the apparent depth of the induced compressive RS remains unaffected. The “Gradient, depth and strain corrected” RS vs. depth profiles at MP2 for the different applied AF pressures can be seen in Fig. 4b). The corrections applied to the data lead to a shift, similar to the one observed at MP1, for all of the stress curves, most noticeably in the compressive region near the ID. The maximum stress relaxation induced by the reaming operation was about 200 MPa (see Fig. 3b) as a point of comparison to MP1). It can also be observed that the depth of the compressive RS layer increases by a few tenths of a millimeter as compared to the uncorrected data.

Fig. 4 – Hoop RS AF variation at MP2 – a) as measured and b) gradient, depth and strain corrected.
Conclusions
In this paper, extensive XRD based RS measurements on AF thick walled cylinders were presented. The effects of pre-machining were found to be localized to the ID and OD surfaces and tended to result in a thin compressive RS layer. With the application of the AF process, significant compressive RS was imparted to the ID of the samples with concomitant balancing tensile RS near the OD. The general trend observed was an increase in the compressive RS layer with increasing AF pressure. An unanticipated result was observed in the curves for the specimens treated at higher AF pressures. It was expected that increasing the AF pressure would lead to a greater maximum magnitude of induced compressive RS. Instead, the apparent maximum magnitude of RS remained approximately the same with increasing AF pressure and in some cases, decreased. Nevertheless, the higher AF pressures produced a deeper compressive RS layer that was compensated for with higher magnitude subsurface tensile stresses. Post-machining, i.e. the reaming operation applied after the AF process which removes a part of the most compressive loaded material, led to a redistribution and relaxation of the balancing tensile RS towards the OD.
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Abstract. This paper presents a review of work carried out to ascertain the residual stresses present within a T-plate section. The contour method, the incremental deep hole drilling (iDHD) and the incremental centre hole drilling (ICHD) are coupled to determine longitudinal and transverse components of residual stress in the weld toe of the fillet weld in the as-welded condition. This paper presents first the measurement using the iDHD method and the measurement obtained using the contour method is then presented. The accuracy and resolution of the contour method results are directly linked to the quality of the electro-discharge machining (EDM) cut made. The challenges incurred by cutting complex geometry like this T-plate section are identified and their influence on residual stresses calculated by the contour method is quantified.

Introduction

Welding residual stresses play an important role when assessing the structural integrity of welded components. The ability to determine residual stresses at critical locations in components as well as throughout the component for structural integrity assessments is desirable. Current measurement techniques to measure the through thickness residual stress includes the Incremental Deep Hole Drilling (DHD), Neutron Diffraction (ND) and the Synchrotron Xray (HEXRD). The Contour technique, more recent, is capable of measuring residual stresses in a single direction, in a two-dimensional plane through a specimen. A T-plate component is particularly challenging for the contour measurement due to the different change in section. In this paper, the residual stress of the T-section fillet weld has been determined using the iDHD, the contour and the Incremental Center-Hole Drilling (ICHD) techniques. A description of the t-section is first provided. A brief description of the iDHD technique is provided with a more detailed description of the contour technique. The contour measurement is described stage by stage, and highlight the problem when a wire breaks during the wire-EDM cutting process.

Component description and measurement locations

The component characterised in the present work comprises a main plate with a web stiffener plate fillet welded on the top surface of the main plate. A smaller flange plate is also fillet welded on the top of the web plate. All these components are made of high strength steel. The web plate was welded on both the main and flange plates using an automatic arc welding processes with a simultaneous welding on both sides of the web plate.

The iDHD measurement was carried out first, located at 207mm longitudinally away from the front of the specimen at weld toe 1 and carried out to a depth of 0.44t₀ from the weld toe surface through the hull plate, where t₀ is the thickness of the hull plate, see Fig. 1. Then the contour measurement was performed.

70mm longitudinally away from the iDHD measurement towards the front end of the specimen. The contour cut was made at 90° to the fillet welds in order to obtain a map of the longitudinal residual stresses.
Finally, a total of three ICHD measurements were carried out on the Contour cut surfaces after completion of the Contour measurement, see Fig. 2b. ICHD1 was located at 0.1t0 below the weld toe 2, ICHD2 was located at the same depth below weld toe1. ICHD3 was located at 0.18t0 below weld toe 1 on the opposite contour cut surface to ICHD 2.

Fig. 1: (a) Distorted photograph of the specimen, (b) Drawing showing the location of the ICHD measurements on the Contour measurement surface.

Residual Stress Measurement description

In order to define the full residual stress distribution in the joints two techniques were employed. The well-established technique iDHD was combined with the contour method, a more recent technique. The iDHD technique can provide bi-axial residual stress through the thickness of the joint. This technique can measure steep gradient through the thickness, however the results are only provided along the measurement line. The contour method has the advantage of measuring the full 2D uni-axial residual stress normal to a cut. Therefore providing the location of the maximum and minimum residual stress peaks. The iDHD technique has been covered in numerous papers, therefore only a brief description of the technique will be provided. The contour measurement will be developed in more details.

The iDHD measurement. The DHD technique is a semi-invasive, mechanical strain relief technique (i.e. the strain of the component is measured during stress relief from the removal of a small amount of material). The analysis of measured distortion was developed by Leggatt et al [1] and later extensively refined, [2]. The iDHD technique can be applied in two ways depending on the residual stresses assumed to be present within the component. The standard technique (DHD) involves trepanning through the component in a single stage and then measuring the final diameter of the deformed reference hole. However, if the component contains, for example, high magnitude, tri-axial residual stresses then during the trepanning process the material will undergo plastic relaxation and the deformed shape of the reference hole will not be representative of the original residual stress field and so provide inaccurate results. Therefore if it is thought that plasticity will occur during the DHD process then the modified technique, called Incremental-DHD or iDHD, will be used in which the trepanning process is carried out in multiple stages and the diameter of the reference hole is measured after each trepanning stage. With the modified technique plasticity is no longer an issue.

In order to estimate where plastic relaxation may occur, finite element (FE) analysis predictions of the residual stresses generated in similarly designed and manufactured components and/or previous measurements are reviewed. It was decided that for this iDHD measurement, a single incremental EDM step would be performed at approximately 0.8t0 deep from the fillet weld toe. With iDHD, a single, biaxial measurement point is produced per EDM increment, usually within a distance of +2mm from the EDM increment depth. Unlike the standard DHD technique where
measurement points at specific depths can be prescribed, the iDHD technique cannot be so exact. The incremental depth of the EDM process can be prescribed, but the location of the measured point depends upon the magnitude of residual stresses present and the level of plastic relaxation.

**The contour measurement.** The contour residual stress measurement technique is a destructive mechanical strain relief technique. The technique is based on a variation of Bueckner’s elastic principle of superposition [3]. The technique provides a full uniaxial map of the residual stress perpendicular to a cut plane through the specimen. The contour method can be divided into 5 stages.

**Stage 1:** Sacrificial bushes, highlighted in blue in Fig. 2a, are attached to the specimen with conductive adhesive in line with the plane of measurement. A small pilot hole is then drilled through the bushes and specimen along the measurement plane, at 90° to the cutting direction and away from the zone of most interest to permit “self-constraint” during the cut. The sacrificial material attached to the specimen creates a constant cut area throughout the specimen and aids in cutting accuracy and prevent wire breakages [3, 4].

**Stage 2:** The specimen is clamped into a wire-EDM (electric-discharge machining) machine, and cut into two sections in a single pass with a 250 μm diameter brass wire on “skim cut” settings. The cut is initiated from the pilot hole which keeps the specimen constrained. This is of critical importance during the wire-EDM cutting process in order to minimise plastic deformations and bulge error [4]. The cut creates two stress-free surfaces and hence relaxes the out-of-plane residual stresses.

The complex geometry of the specimen made the fitting and attachment of the sacrificial material difficult. The EDM wire may have vibrated due to the various transitions from cutting through the bushes to cutting through the specimen. Cutting artefacts were therefore left apparent on the cut surface in line with these various transitions, shown in Fig. 2b.

![Fig. 2: (a) Cross section showing sacrificial materials, (b) The wire breaks and artefacts on the cut surface](image)

**Stage 3:** The two newly cut surfaces are measured with a coordinate measuring machine (CMM) to record their out-of-plane deformations resulting from the relaxation of the out-of-plane residual stresses. Therefore the longitudinal displacements of both contour cut surfaces due to longitudinal residual stress relaxation were measured using CMM with a node spacing of about 0.2mm in the weld regions and about 0.5mm elsewhere. The 6mm diameter, spherical probe tip of the CMM provides an uncertainty of about ±4 μm.

A wire break near the weld toe during the EDM cutting meant that an important region of data was corrupted. As the residual stress profile was considered to be symmetrical about the stiffener, the
wire break zone was repaired with mirrored data for the comparable region at the opposing weld toe, as seen in Fig. 3a.

**Stage 4:** The CMM surface data are combined, averaged and smoothed into one single 2D contour surface of deformations, Fig. 3b.

![Fig. 3: (a) Raw CMM data (2D and 3D projections), (b) Smoothed CMM data (2D and 3D projections)](image)

The CMM data smoothing was performed for the whole surface after data repairs. Aggressive smoothing leads to loss of details in the residual stress field which can lead to an apparent reduction in the peak magnitudes. Consequently a sensitivity trial with multiple smoothing coefficients was performed to find the minimum level of smoothing that removed excess noise but preserved the details of the residual stress field.

**Stage 5:** The new contour surface is inverted and introduced into a 3D finite element (FE) model as a boundary condition to reconstruct the original out-of-plane residual stress state of the specimen. Therefore a 3D FE model of the T-section specimen with dimensions limited to the 300mm wide region of interest was created. The model contained about 260,000 elements of type C3D8R. Boundary conditions were used to constrain the contour cut surface in the X and Y directions in order to have the model acting as a rigid body, Fig. 3a. Then a fine mesh with a node spacing of 0.5mm in the weld regions and 1mm elsewhere was generated. Finally the displacement data was introduced into the model at the FE nodes corresponding to the matrix elements. The longitudinal residual stresses were then obtained from the FE model after a general static step related to the introduced displacements and the requirement for the stresses across the cut surface to be in equilibrium. A sensitivity study of the mesh and the smoothing of the displacement data (from no smoothing to very aggressive smoothing) was carried out. Only results using optimum mesh and data smoothing are presented.

**The ICHD measurement.** The ICHD measurements represent the relaxed and redistributed residual stresses present after the contour cut. Therefore to obtain the initial residual stresses at the ICHD measurement locations before the contour cut, the residual stresses obtained from the contour measurements were then taken into account, more specifically the reconstructed in-plane residual stresses from the finite element analysis stage of the contour technique. A superimposition of the measured and reconstructed residual stresses at the measurement locations was therefore carried out for ICHD1, ICHD2 and ICHD3 to obtain the “corrected” residual stresses. The “corrected” residual stresses are meant to be the initial residual stresses at these locations before any material removal. It is important to note that the reconstructed residual stresses from the mirrored analysis of the contour measurement were used for this superimposition since they are thought to be the most accurate.

**Results and discussion**

The iDHD, Contour and ICHD measurements were converted into residual stresses using a Young’s Modulus, E, and a Poisson’s ratio for the parent material. The analyses used for the DHD/iDHD technique assumed isotropic, plane stress conditions; therefore the Poisson’s ratio was not required for the iDHD analyses. Each of the measured stress components was normalised with the yield strength (σy) and is plotted as a function of the normalised depth from the plate.
Fig. 3b illustrates the map of the longitudinal residual stresses obtained from the mirrored contour analysis. The symmetric field of displacements generated a balanced residual stress field perfectly symmetric about the stiffener which is very similar to the residual stress field obtained from the original contour measurement for side 1 containing weld toe 1.

![Image of 3D FE model and residual stress map](image)

**Fig. 3:** (a) 3D FE model of the DCNS T-section specimen, (b) 2D Map of the longitudinal residual stresses obtained from the mirrored Contour analysis.

Fig. 4 shows the comparison between the iDHD, the contour and the ICHD measurement in the transverse and longitudinal direction.

The DHD technique measured similar shaped longitudinal and transverse residual stress profiles with the longitudinal and transverse residual stresses being the most tensile throughout. The results showed relatively low tensile residual stresses around $0.15\sigma_y$ and $0.3\sigma_y$ near to the weld toe surface in the transverse and longitudinal directions respectively. The longitudinal and transverse residual stresses both increased to initial peaks of $0.6\sigma_y$ and $0.35\sigma_y$ respectively at a depth of $0.07t_0$. The initial peaks were measured by the iDHD technique having found that the standard DHD technique experienced a small level of plasticity in this region as expected. The longitudinal and transverse residual stresses then decreased slightly before increasing again to maximum tensile peaks of about $0.7\sigma_y$ and $0.35\sigma_y$ respectively at a depth of $0.18t_0$. Finally, the longitudinal and transverse residual stresses decreased into compression at roughly $0.28t_0$ deep to reach low compressive values of roughly $-0.12\sigma_y$ and $-0.2\sigma_y$ respectively thereafter.

The ICHD measurements were carried out on the Contour cut surfaces after completion of the Contour measurement. The ICHD measurements represent the relaxed and redistributed residual stresses present after the contour cut. Therefore to obtain the initial residual stresses at the ICHD measurement locations before the Contour cut, the residual stresses obtained from the Contour measurements were then taken into account, more specifically the reconstructed in-plane residual stresses from the finite element analysis stage of the contour technique. A superimposition of the measured and reconstructed residual stresses at the measurement locations was therefore carried out for ICHD1, ICHD2 and ICHD3 to obtain the “corrected” residual stresses. It is important to note that the reconstructed residual stresses from the mirrored analysis of the contour measurement were used for this superimposition due to being the most accurate. The “corrected” residual stress results for ICHDs 2 and 3 are shown in Fig.4a.

Finally, the results from the mirrored contour analysis are compared with the longitudinal residual stresses obtained from the iDHD measurement at weld toe 1 in Fig.4b. Overall, the mirrored contour measurement did not find the two residual stress peaks at the surface, nor did it find the steep stress gradient measured using DHD. This was probably due to a loss in depth resolution of the Contour results due to too much smoothing of the CMM raw data within the analysis. However, the general trend and peak residual stresses of $0.6\sigma_y$ and $0.73\sigma_y$ for iDHD and $0.7\sigma_y$ for mirrored
contour were similar. Also both measurement techniques showed residual stresses around $0.3\sigma_y$ near to the weld toe surface and low compression at a depth around $0.4t_0$.

![Contour Analysis and IDHD Measurements](image)

Fig.4: Comparison made between the transverse (a) and longitudinal (b) residual stresses obtained from the mirrored Contour analysis and the iDHD measurements.

**Conclusion**

In the present work, DHD, ICHD and contour method have been coupled to measure the residual stress field within a complex welded part.

DHD and contour methods gave similar results in terms longitudinal stress under the fillet weld. ICDH and DHD results were also relatively close in terms of transverse stress but some scatter between the data was observed. Regarding the contour method, its application to such a complex part revealed all the interest of this method to fully describe the out-of-plane stress field. However, the involved contour cut induced artefacts and thereby scatter in the obtained results. Finally, if the occurrence of plastic stress relaxation is taken into account during DHD with local use of iDHD, the correction of plastic relaxation occurring during the contour method appears as a challenge to tackle.
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Abstract. The structural integrity of an oil and gas pipeline is increasingly factored into the design of new installations to ensure that operating risks are maintained low. In addition, the life extension of existing assets beyond their original anticipated design life, as a result of the current oil price environment and the need to optimize field development expenditure, is an ongoing challenge. Operators would like to extend pipeline service life, while many of the technologies required for the validation of their ongoing condition are not yet mature enough to provide confidence that this is a viable strategy. One of the issues considered as a key threat to pipeline integrity is corrosion. Therefore understanding the distribution and redistribution of residual stresses within a pipeline affected by corrosion can be of great benefit. A way to monitor in-situ the pipeline residual stress is to use the ultrasonic (UT) technique. The paper aimed to assess and calibrate the US technique on a pipeline mock-up in the presence of a typical local corrosion damage mechanism. Contour, iDHD, ICHD, XRD and ultrasonic measurements were carried out before machining a flaw to produce an accurate FE model of the pipe. The residual stress was then measured during the manufacture of the flaw and was compared with the FE prediction. Ultrasonic measurements were then carried out on the outer surface of the pipe and show a significant increase in the residual stress. The Ultrasonic technique can therefore, be used to monitor the changes in the residual stress which may be caused by corrosion.

Introduction

Across the globe, 5 metric tons of steel are degenerated every second with the offshore industry. The main fault on pipelines in the North Sea and the Gulf of Mexico is caused by internal corrosion. About 67\% of the global pipeline are now older than 20 year which is the minimum design life [1]. Guideline provides guidance to estimate the life of a component in the presence of a flaw, analytically or with finite element analysis [2]. The finite element analysis can be less conservative than the analytical solution and, therefore, increase the in-service time of the pipeline. In order to create a representative FE model of the pipeline, an accurate description of the weld residual stress is important. In this study, the Contour, the Incremental Deep Hole Drilling (DHD), the Incremental Center-Hole Drilling (ICHD) and XRD residual stress measurement techniques were employed and compared on an as-welded section of pipeline.

In order to evaluate the life of a pipeline, the corrosion growth needs to be known. Ultrasonic technique is already used to measure the wall thickness of the pipes. This study, however, looks at the measure of the residual stress using ultrasound in an as-welded zone and in a zone with thinner wall thickness. To obtain this results the ultrasonic system needs to be first calibrated. The calibration can be done using a tensile test or using absolute residual stress values. In this study, the ultrasonic method was calibrated using strain relieving technique.
The Ultrasonic technique

The measurement of residual stress with Ultrasonic is mainly done via standard crack detection ultrasonic probes. The primary difference is about the way to use the probes. For each measurement, the pulse is sent to a transmitter probe via a Pulser-Receiver device. The voltage signal is sent to a Piezo-electric probe which vibrates and produces an ultrasonic wave sent into the Acrylic wedge. This wave travels through the acrylic wedge at a lower speed than the metallic material tested. As it comes out of the probes, the direction of propagation of the wave is parallel to the probe. Once it reaches the specimen, it starts to travel at an angle equal to the sinus of the wedge angle divided by the speed of the longitudinal ultrasound in the acrylic material, then multiplied by the speed of the longitudinal ultrasound in the specimen, as per the formula below:

\[
\sin \theta_1 \frac{V_{LL}}{V_{LS}} = \sin \theta_2
\]

Where \( \theta_1 \) is the angle from the ultrasonic emitting probe to the normal to the specimen surface, \( \theta_2 \) is the angle from the normal of the specimen surface to the refracted wave, and \( V_{LL} \) and \( V_{LS} \) are the material longitudinal ultrasonic velocity respectively for the wedge and the specimen.

If the angle of the probe is appropriately set-up on the wedge – which depends on the material tested – then the wave travels below the surface of the specimen at an angle parallel to the surface of the specimen. The wave is then picked up by a first receiver, distant from around 18.2mm and the second one around 34mm from the emitter probe. Both probes receive the longitudinal critically refracted (LCR) wave but at different times. The arrival time for each probe is measured and the difference of Time-of-Flight between the two probes are then calculated. Fig. 1a shows the cross section of the acrylic wedge.

![Diagram showing the Lcr technique principle](image1.png)

**Fig. 1:** (a) Diagram showing the Lcr technique principle, (b) Setup of the ultrasonic measurement

In order to calculate the residual stress, the following formula is used:

\[
\Delta \sigma = \frac{E(t - t_0)}{L11.t0}
\]

L11 is called the acoustoelastic coefficient and translate of the slope of the difference of residual stress with a changing Time-of-Flight [3]. It is inherent to the material. E is the Young’s modulus, \( t \) is the recorded Time-of-Flight (TOF) for the current measurement and \( t_0 \) is the recorded Time-of-Flight at the initial state or stress-free state. For the Young’s Modulus, a fixed value of 203GPa was used.

In order to determine the Time-of-Flight, several analyses are being used for the calculation. The common way of determining the Time-of-Flight between two ultrasonic signals is by picking up a specific event in the signal that could be comparable with different signals. The point must be an event that is equally happening for each echo and is only alterable because of the residual stress [4].
Absolute Measurement technique description

Absolute residual stress measurements were carried out on the pipe in order to determine the full residual stress field. The iDHD, Contour, ICHD and XRD techniques were used. The iDHD technique can provide bi-axial residual stress through the thickness of the joint [5]. This technique can measure steep gradient through the thickness, however the results are only provided along the measurement line and documented in [6].

The Contour residual stress measurement technique is a destructive mechanical strain relief technique. The technique is based on a variation of Bueckner’s elastic principle of superposition [7] and consists of three main stages. The technique provides a full uniaxial map of the residual stress perpendicular to a cut plane through the specimen. Therefore providing the location of the maximum and minimum residual stress peaks. The results are also documented in [6].

The XRD technique was used to provide non-destructive “surface” measurements, giving a single measurement data point which represents the average residual stresses acting within the first 10μm of the component surface.

The ICHD technique [6] provided residual stress profiles from 0.05mm – 1.00mm depth at each location. As mentioned previously, the ICHD measurements were carried out according to the ASTM standard assuming an isotropic linearly elastic material and with a plane stress condition.

Component description and measurement locations

The pipe specimen was made from ferritic steel API 5L X52. As illustrated in Fig. 3b, the specimen had a length of about 410mm and an outer diameter of 762mm. It contained a seam weld along the length of the pipe and a circumferential girth weld at mid-length of the pipe. A cut-out had been machined on the inner diameter at mid-length and has an axial length of about 150mm, reducing the thickness of the pipe from 25mm to about 19mm in the weld area. It was assumed that both the weld and parent metals had the same material properties with a Young’s modulus of 203GPa, a Poisson’s ratio of 0.3 and a yield strength of 450MPa.

A total of 75 XRD measurements were carried in the ID and OD across the weld at loc1 and Loc2. In this paper only the measurements carried on the weld centreline (WCL) and the heat affect zone (HAZ) at 20mm from the WCL in the OD and at 10mm from the weld root in the ID are presented. Three ICHDs were performed on the OD at LOC2, on the WCL, 20mm away from the WCL and 38mm away from the WCL for ICHDs 1, 2 and 3 respectively. The three other ICHDs were performed at LOC2 but on the inner diameter, on the WCL, 10mm and 30mm away from the WCL for ICHDs 4, 5 and 6 respectively.

Two iDHDs were performed at two specific locations: at the WCL and in the HAZ in order to determine the through thickness residual stresses induced by the welding process. Since ICHDs have been performed at LOC2, iDHD A, was performed at LOC1 so it could be drilled at a location where the weld hadn’t been polished. It was performed through the WCL and drilled from the outer diameter of the pipe, with a hole diameter of 1.5mm and extracting a 5mm core. iDHD B was performed at LOC3, 90° from the seam weld and at 10mm axially from the WCL.

The Contour measurement location was an axial-radial plane through the pipe, opposite the initial pipe splitting saw cut location. The cut was arranged such that the contour surfaces would permit the hoop residual stresses to be measured.

Destructive residual stress measurements results and discussions

The results of the absolute measurements for the hoop direction can be seen in Fig. 2. Fig. 2a shows the through thickness residual stress at the WCL location. At the near OD surface the XRD results show a low compression value which rapidly increase to high tension as shown by the ICHD results. The ICHD results are clearly overestimating the hoop stress. The ICHD tend to overestimate the residual stress when its value are near the yield strength. The iDHD and contour show high tensile stress throughout the thickness of the weld. The iDHD gave value near yield stress while the contour
result was lower. The last ICHD measurement carried out at the ID agreed very well with the iDHD measurement.

Fig. 2b shows the through thickness residual stress at the HAZ location 10mm from the WCL. Again the XRD measurements show some low compression value near the OD and ID surfaces. Which raise rapidly to high tension value as shown by both ICHD measurement. At this location both Contour and iDHD provide the same results with higher tension value about 400MPa at the OD decrease slowly toward the ID to values around 250MPa.

Fig. 3a shows the hoop residual stress from the contour measurement in a 2D map. High tensile stress is found at the girth weld location with a higher tensile value near the HAZ than in the WCL. The iDHD measurement however, has shown that at this location the tensile stress is in the same order of magnitude. Compression residual stress balancing the tensile stress can be seen from 25mm away from the WCL.

**Ultrasonic residual stress measurement results and discussions**

There are several sources of uncertainty when measuring the residual stress using ultrasonic waves. One of the difficulty is the accuracy of the time-of-flight measurement. Indeed, although it was found that longitudinal waves are the most sensitive to residual stress [3], the resolution needed to detect a change in the acoustic speed is generally high. A material with an acoustoelastic coefficient of 1 would mean that 100MPa would represent a change of around 7ns. As a consequence, it is necessary that the signal acquisition device is accurate enough. The pulse is sent via an ultrasonic pulser at 15Hz into the transmitter probe. It is also sent towards a fast sampling oscilloscope to set-up the trigger reference point. The oscilloscope then displays the longitudinal critically refracted echoes picked-up by the two receivers at a resolution of 0.4ns. The uncertainty due to the sampling equipment was therefore found to be ±1.5MPa in the hoop direction which is very low.
Other sources of error when measuring can occur such as the temperature, the texture and the couplant thickness. It was seen [4] that a change of temperature can significantly affect the acoustic speed. Therefore, the temperature was monitored in lab condition for each test using a data logger and several thermocouples and was found to be constant around 21°C.

When using the contact method, ultrasonic gel needs to be applied at any interfaces between the wedge, the transducers and the specimen in order to allow the wave to be transmitted into the material to reach the receivers. Uncertainties can however occur if the thickness of this gel is not properly controlled. The slightest change in couplant thickness can induce hundreds of MPa differences. In order to minimize errors associated with couplant thickness, constant and consistent pressure needs to me maintained on the wedge. As it can be seen in Fig.1b this was controlled by using a pneumatic ram and a load cell to monitor the force to be 179.9±7.3N in the hoop direction. The probes used were screw-in Time-Of-Flight diffraction probes and therefore the gel thickness and contact between the probes and the acrylic wedge remained constant throughout the test. Finally, the two regions examined were compared against each other and so parent vs parent, HAZ vs HAZ and weld vs weld, therefore the textures should be comparable.

**Calibration of the ultrasonic measurement**

In order to determine the acoustoelastic constant $L_{11}$ and $t_0$ a tensile test need to be carried out on a dog bone type stress-free sample extracted from the studied sample. The objective would be to measure the acoustic velocities for different applied load. A uni-axial strain gauges would be fitted on the tensile specimen to determine the stress due to the load. Hence, one could accurately determine the relation between the Time-of-flight measured and the stress in the material. However, this test can be avoided if the $L_{11}$ constant is calibrated with absolute residual stress measurement which is the aim of this study. Therefore Incremental Centre Hole Drilling measurements averaged over their depths have been used to calibrate the acoustic velocities to the absolute residual stress magnitudes. Fig. 4a shows the calibrated ultrasonic measurements compared with the iDHD, ICHD and contour measurements. It can be seen that there is very good agreement with the DHD and Ultrasonic results. The acoustoelastic constant for this material was found to be 4.1 in the hoop direction, which is in the range of other materials tested. The calibration process also improved the determination of the stress free wave velocity in the hoop direction in this material and so providing a vertical datum, or stress free reference to adjust the overall levels by.

Once the ultrasonic calibration has been done, there is high interest in to measuring a different state of stress, i.e. weld corrosion, in order to characterise any residual stress changes which is the subject of the next section.

**Corrosion simulation**

Offshore pipelines are subject to internal corrosion reducing the structural integrity of the pipe. An example corrosion mechanism to be considered is Preferential Weld Corrosion. Typically, the deepest PWC zones cover about 30% of the circumference of the pipe.

A study was carried out to evaluate the change in residual stress as a groove was incrementally machined out to about 5-6% of the pipe circumference. In order to measure the change in the residual stress field a technique similar to the DHD was used. A 1.5mm diameter hole was created and measured as the groove was machined as seen in Fig. 4b. The results of this work are not presented in this paper.

After the final groove increment at about 95% deep. Ultrasonic were carried out across the weld near the groove location (LOC4) and compared with the previous measurement without the groove, shows in Fig. 4b. The ultrasonic measurement used the same calibration found before the groove. The results show a much higher tensile peak of about 1500MPa than the as welded pipe location. The ultrasonic measurement after the groove seems to overestimate the residual stress. However, a clear difference in residual stress can be observed using a non-destructive technique of a pipe with a
groove i.e. with internal corrosion than an intact pipe. Further work could investigate the magnitude of the peak with different groove depth and geometries.

**Conclusion**

A residual stress study was carried out on a 762mm diameter and 19mm thick pipe representative of an offshore pipeline. Comprehensive measurements were carried out to determine the full residual stress field using the Contour, the iDHD, the ICHD and XRD. It was found that all four techniques were in good agreement. Using the ICHD technique, the ultrasonic method was calibrated to also provide absolute residual stress across the weld on the OD. A very good agreement was found between the ultrasonic measurement and the other destructive techniques. Offshore pipelines are subject to corrosion. A groove was machined internally to simulate some corrosion. The calibrated ultrasonic machine was then used on the groove location to measure the change of residual stress. The residual stress at the groove location was measured and found to be much higher than the measured stress at an intact location. The magnitude of the measured stress at the groove location was overestimated, however, the non-destructive technique clearly identifies a rise in the residual stress. Further investigation should be performed to characterise the overestimation.

**Fig. 4: Comparison of the ultrasonic measurement across the weld, (a) without groove compared with contour and iDHD, (b) with and without the presence of a groove**
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Abstract. Brittle fracture in structural materials is strongly influenced by the presence of residual stresses. During more ductile fractures the influence of residual stress is reduced by plastic deformation prior to the initiation of fracture. In structural integrity assessments, it is therefore important to account for the interaction between applied loads and residual stresses. This interaction was studied in two experiments. In the first, residual stresses in aluminium alloy 7075-T6 three-point bend specimens were measured prior to loading using neutron diffraction. In the second, the stress field in compact tension specimens of ferritic pressure vessel steel was mapped using energy-dispersive synchrotron X-ray diffraction as the specimens were loaded. In both cases, finite element modelling of the elastic-plastic fracture was performed using residual stresses either reconstructed from, or validated using, experimental results. This method of analysis allowed us to compare the effect of residual stress on two different fracture mechanisms. The aluminum specimens fractured in brittle manner, and analysis of experimental load-displacement results showed that residual stresses were superimposed almost linearly with externally-applied stresses at the point of fracture initiation. In the steel specimens, fracture initiated by ductile tearing and it was shown using finite element analysis that residual stress had only a very small effect on the crack-driving force at higher levels of applied load. In fact, at the point of tearing initiation prior strain-hardening caused by the indentation process used to introduce residual stresses had a greater effect on the crack-driving force than the residual stress state itself.

Introduction

Residual stresses can strongly affect the initiation of fracture in brittle materials [1]. However, in more ductile fractures the effect is diminished by partial relaxation of the residual stress, which is enabled by plasticity prior to fracture initiation. As a consequence, some structural integrity assessment procedures such as the R6 procedure [2] and the British Standard BS7910:2013 [3] include methods to account for this effect. This is achieved using approximate methods. For example, in the Failure Assessment Diagram (FAD) approach used in R6, a plasticity correction factor $V$ is introduced to represent the reduction in the effect of “secondary” stresses. Secondary stresses are defined as those stresses that can influence fracture initiation but do not contribute to plastic collapse when this is the dominant failure mechanism. Typically, residual and thermal stresses are classed as secondary. By contrast “primary” loads are those which affect both failure mechanisms and include, for example, pressurisation and gravity loads. Although it is relatively simple to apply, the plasticity correction method can give overly-conservative results for some geometries. In certain situations, disproportionately severe plastic deformation can occur close to a defect as a result of high residual stresses remote from it – a situation referred to as elastic follow-up. In cases where there is significant elastic follow-up, the $V$ factor approach has the potential to give a non-conservative assessment result unless the elastic follow-up effect is considered [4].
In the past, the interaction between primary and secondary stresses during fracture has been widely studied using finite element analysis, often for the purpose of developing improved techniques for structural integrity assessment. However, there has been little experimental work on this topic due to the difficulty involved in measuring the complex stress fields which occur close to a crack tip. We performed two experiments to observe these stress fields and, using this data in conjunction with finite element analysis, investigated the effect of residual stress on the mechanism of elastic-plastic fracture [5], [6].

**Method**

**Brittle fracture.** Single Edge Notched Bend (SEN(B)) specimens of 7075-T6 aluminium alloy with dimensions 120 x 30 x 15 mm were prepared as shown on Fig 1. Half of the 16 SEN(B) specimens were compressed in the out-of-plane direction using a pair of circular indenters, before the "crack" (actually an Electrical Discharge Machined notch) was cut into them. The other half were notched in the as-received condition. The residual elastic strain field on the mid-thickness plane of the specimen in the region of the notch (see Fig 1) was measured using neutron diffraction. The measurements were performed using the SALSA diffractometer at the Institut Laue-Langevin (Grenoble, France). Measurements were taken at 2.5 mm intervals over most of the measurement plane and at 1 mm intervals in a small region surrounding the crack tip. Finally, both the indented and non-indented sets of specimens were loaded to failure in three-point bending and their apparent plane-strain fracture toughness was calculated.

Elastic-plastic finite element analysis was performed to estimate the elastic-plastic strain energy release rate at the point of fracture for both sets of specimens. This analysis used a residual stress field for the indented specimens that was reconstructed from the measured neutron diffraction data using an iterative technique [7]. Loading of the residually-stressed specimen was then simulated and the energy release rate was determined by calculating the J-integral as a function of through-thickness position on the crack front. To account for the effect of residual stress, the modified J-integral formulation due to Lei was used [8], [9].

![Figure 1: Indented Single Edge Notched (SEN(B)) and Compact Tension (C(T)) fracture specimens used in the experiments.](image)

**Ductile tearing.** This experiment used modified Compact Tension (C(T)) specimens of a ferritic pressure vessel steel (Fig 1). As in the previous experiment, a residual stress field was introduced in some of the specimens by local compression ahead of the notch tip. However, the steel specimens exhibited a much more ductile fracture process and were loaded until the initiation of ductile tearing. Loading of the specimens was carried out on the I12 beamline at Diamond Light Source (Oxfordshire, UK). Energy-Dispersive X-ray Diffraction (EDXD) was used to measure the stress field surrounding the crack at incremental loading steps at a spatial resolution of 1 mm over most of the specimen, and 0.25 mm in a region surrounding the crack tip. X-ray radiography was used to detect the initiation of ductile tearing at the notch tip (Fig 2c).
As in the brittle fracture experiment, finite element analysis was performed to predict the specimens’ elastic-plastic strain energy release rate. However, the initial residual stress field assumed to exist when modelling the steel C(T) specimens was derived from elastic-plastic modelling of the indentation process, validated using the EDXD measurements taken at incremental loading steps.

**Results and discussion**

In both experiments, we measured the residual stress field that resulted from out-of-plane compression followed by introduction of a crack. Results for each type of specimen under zero external load are shown in Fig 3. Significant opening-mode crack loading occurs under the action of residual stress alone in both the SEN(B) and the C(T) specimens.

The contribution of residual stress to the stress intensity factor for the SEN(B) specimens was calculated via the weight function method using neutron diffraction data from an indented but un-notched specimen. This calculation predicted a contribution of 11.3 MPa √m from residual stress. Under three-point bend loading, the SEN(B) specimens all failed in an almost completely brittle manner. The load at failure was used to calculate the contribution of externally-applied loading to the apparent Mode I stress intensity factor. The indented (i.e. residually-stressed) specimens fractured at a consistently lower load than the unindented ones. As shown in Fig 4, the difference in apparent fracture toughness was 13.2 MPa √m. Therefore the reduction in apparent Mode I plane strain...
fracture toughness was similar to the contribution of residual stress to the crack-tip stress intensity, as would be expected for a brittle fracture.

Figure 4: Curves indicating the cumulative probability of failure for indented and unindented SEN(B) specimens, based on the results of 16 fracture tests.

The stress field within the C(T) specimens was measured not only under zero external load (as shown in Figure 3b), but also at incremental loading steps up to the initiation of tearing. Figure 5 compares measured distributions of stress surrounding the crack in an indented specimen with those calculated using FEA. There is good agreement between the two methods and it was concluded that the FEA results were sufficiently accurate for reliable calculation of the elastic-plastic strain energy release rate.

Figure 5: Stress distribution (crack-transverse $\sigma_{yy}$ component shown) on the mid-thickness plane of an indented C(T) specimen at different levels of applied loading. Results are shown for elastic-plastic FEA (model) and data measured using EDXD (experiment).

Elastic-plastic equivalent stress intensity factor results calculated from finite element analysis of the SEN(B) and C(T) loading tests are shown in Fig 6. The crack-driving force is initially zero for the specimens containing no residual stress (solid blue lines), while there is a finite crack-driving force for the indented specimens (solid red lines). The SEN(B) specimens (Fig 6a) exhibited almost
perfectly brittle fracture; their $K_J$ values deviate only a small amount from the result for a theoretical perfectly-elastic specimen (dashed lines). For the indented SEN(B) specimens, the model included an initial residual stress field reconstructed from neutron diffraction measurements. By comparing the through-thickness distribution of $K_J$ at fracture to that for an unindented specimen, it was concluded that the reconstruction technique was a viable method for incorporating measured residual stress data into the elastic-plastic analysis of fracture.

![Figure 6](image_url)

*Figure 6: Elastic-plastic equivalent stress intensity factor at the mid-thickness of four specimens (two SEN(B) specimens and two C(T) specimens) as a function of applied load. Mode I SIF for a theoretical perfectly-elastic specimen is also shown in each case. a.) SEN(B) specimens, b.) C(T) specimens. Note different vertical scales.*

The C(T) specimens (Fig 6b) show a much more ductile fracture than the SEN(B) specimens, and so deviate strongly away from the predictions of linear-elastic theory. Surprisingly, $K_J$ for the unindented specimen rises above that for the indented specimen at higher levels of applied load. Using FEA, it was shown that this is due to strain-hardening of the material during indentation. This strain-hardening causes a spatial variation in initial hardness in the indented specimen which, like residual stress, affects the distribution of plastic deformation that occurs in the specimen as it is loaded to failure. Most structural integrity assessment procedures, including R6, contain relatively detailed treatment of residual stresses but put less emphasis on the effect of spatial variations in initial material hardness. These results suggest that hardness variations resulting from the processes which introduce residual stress may have a more significant effect on ductile fracture than is often considered. In future experiments, we plan to use the techniques developed here to study fracture occurring under elastic follow-up conditions, and the effect of primary/secondary stress interaction on elastic-plastic crack propagation.

**Conclusions**

1. The contribution of two well-characterised residual stress fields to the initiation of brittle fracture and ductile tearing has been analysed.
2. A method for incorporating measured residual stress data into elastic-plastic cracked-body finite element analysis of fracture via iterative reconstruction of the stress field was shown to be viable.
3. Variations in the strain-hardening state of material often occur in conjunction with residual stress. For ductile fractures, such variations can have a significant effect on the elastic-plastic strain energy release rate.
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Abstract. In this work accumulative roll bonding (ARB) was used to combine AA1050 and AA6061 sheets to produce AA1050/AA1050, AA6061/AA6061 and AA1050/AA6061 laminates with ultrafine grained (UFG) structure. Two sheets of starting materials were roll bonded with 200 °C preheating for 180 s before rolling. The through-thickness residual stress distribution of these laminates processed up to two cycles of ARB was determined by neutron diffraction with spatial resolution of 0.2 mm through 1.5 mm thickness. The measurements also required high accuracy of only few MPa since residual stresses in the laminates peaked at only about 15 MPa. The laminates composed of the same material (AA1050/AA1050 and AA6061/AA6061) showed symmetric residual stress profile with tensile stress at the centre of the sheets and compressive stress at the surfaces. The AA1050/AA6061 laminates showed asymmetric distribution with residual tensile stress in the AA1050 layer and compressive stress in the AA6061 layer. A finite element model (FEM) was used to simulate the residual stress distribution and the results were in agreement with the measured results qualitatively.

Introduction

Aluminium sheets are widely used as structural components in aircraft and automotive which has strict requirements of strength/weight ratio. Accumulative roll bonding (ARB) is an effective process to produce aluminium sheets with high strengths and it is also possible to bond two types of aluminium sheets in the hope that the properties of the original sheets would combine in the bonded laminates [1-3]. The materials processed by ARB generally experience larger strain magnitudes compared to traditional rolling. Furthermore, the ARB process includes rolling, cutting, surface grinding and stacking in different order, which makes the strain history complex in the bonded laminates. Microstructure, texture and mechanical properties distributions through the thickness of the laminates are non-uniform. This is especially true if different starting materials are used.

In addition, layers of different materials or materials at different thickness positions perform differently upon further deformation developing residual stress which is strongly dependent on the thermomechanical processing history of the materials. Residual stresses of traditional rolled sheets have been well reported [4-6]. Typical residual stress distribution of a rolled sheet material is tensile at the sheet centre and compressive at the sheet surfaces [6]. Residual stress of ARB processed sheets has not been evaluated up to now and it can be inferred that the residual stress distribution of the ARB processed sheets should be more complex than that of conventional rolling since the strain history of the ARB processed sheets is complex due to the cutting and stacking procedure.

For performance evaluation (e.g. fatigue), it is important to know the type and magnitude of the residual stress distribution in the laminates processed by ARB, especially the laminates
composed of two different materials. The present work studied the through-thickness residual stress distribution of aluminium laminates produced by ARB using neutron diffraction techniques.

**Experimental**

Commercial aluminium alloy AA1050 and AA6061 sheets with initial thicknesses of 1.5 mm were used as starting materials. Three types of laminates AA1050/AA1050, AA6061/AA6061 and AA1050/AA6061 were produced by combining two sheets in a combination and rolling them together with 50% reduction so that this results in a laminate of the same 1.5 mm thickness after each ARB cycle. The as-received sheets were annealed to recrystallised condition and strips with size 400 \( \times \) 50 \( \times \) 1.5 mm\(^3\) were cut from the annealed sheet for ARB processing. The rolling was performed on a rolling mill with 125 mm diameter rolls at a speed of 0.2 ms\(^{-1}\) under dry conditions. Pre-heating at 200 °C for 180 s was performed to the strips prior to each rolling cycle. To ensure good bonding, the surface for bonding of each strip was wire-brushed and cleaned before stacking. The details of the ARB process and the microstructure and mechanical properties of the ARB processed laminates can refer to Ref. [7].

Neutron diffraction residual stress measurements have been carried out at the ANSTO OPAL research reactor using the KOWARI strain scanner. The laminates used for residual stress measurements were 1-cycle roll bonded AA1050/AA1050, AA6061/AA6061 and AA1050/AA6061 laminates and 2-cycle roll bonded AA1050/AA6061 laminate. Residual stress distributions were measured through the entire thickness in the central part of all samples. A gauge volume of 0.4 \( \times \) 0.4 \( \times \) 25 mm\(^3\) was used for measurements of 1-cycle roll bonded laminates with 7 through-thickness positions. The step size between each position was 0.2 mm. A gauge volume of 0.2 \( \times \) 0.2 \( \times \) 25 mm\(^3\) was used for 2-cycle roll bonded AA1050/AA6061 laminate to resolve its 4-layer structure. The step size was 0.1 mm and the measurements were taken at 13 thickness positions. 5 measurements at different locations of the same depth were taken to achieve better averaging (schematically illustrated in Fig. 1). With the matchstick-like gauge volume a high spatial resolution was achieved in the thickness direction while providing sufficient scattering intensity. It should be noted that there was an overlap between each thickness position and there was an edge effect for all the measurements. The measurements were achieved with high accuracy of \( \sim \)5 MPa for the 1-cycle laminates and \( \sim \)10 MPa for the 2-cycle laminate.

A Si(400) monochromator with a take-off angle 79° was used to provide neutron wavelength of 1.73 Å. The Al (311) reflections at 2\(\theta\) \(\sim\)90.3° was used for the strain measurements.

At each position, d-spacings along three principle directions, rolling direction (RD), transverse direction (TD) and normal direction (ND) were measured. Residual stresses along two principle directions RD and TD and \(d_0\) was calculated according to the method described in Ref. [8] by assuming that the normal stress is zero and there are no shear components.

**Fig. 1 Schematic illustration of specimen and gauge volume.**

The residual stress of the laminates processed by ARB was simulated by finite element modelling (FEM) using Abaqus/Standard v.9. The current simulation was designed to match the experimental conditions. The starting sheets had the properties of fully annealed AA1050 and AA6061 by fitting the true stress-true strain curves of the experimental results. A two-dimensional model assuming plain strain deformation was used. The initial strip thickness, roll diameter, rolling speed and nominal
reduction was set the same as in the experiment. The friction between the sheet and the roll surfaces was described by Coulomb’s friction law with a friction coefficient of 0.25.

FEM of the real ARB process is difficult to achieve because the two sheets are separate prior to ARB and are joined together as one piece during roll bonding. However, for FEM, the two sheets will either be pre-joined as one piece or deform separately as two sheets during and even after ARB. In the current work, both cases were simulated. The case with two sheets deform separately was achieved by assuming a larger friction coefficient of 0.4 between the sheets.

Results and discussions
Fig. 2 shows the through-thickness residual stress distribution profiles of the ARB processed laminates. It can be seen from Fig. 2(a) and (b) that the through-thickness residual stress distribution for 1-cycle roll bonded AA1050/AA1050 and AA6061/AA6061 are similar to each other and are in accordance with the residual stress profile in rolled aluminium solid plate [6]. The profiles of the residual stresses in both RD and the TD are symmetric in general, with tensile residual stress zone at

![Fig. 2 Through-thickness distribution of residual stress for 1-cycle roll bonded (a) AA6061/AA6061, (b) AA1050/AA1050, (c) AA1050/AA6061, and (d) 2-cycle roll bonded AA1050/AA6061.](image)

the centre and compressive stress zones near the surfaces, except for a few locations which have residual stress values not in the general trend. Theoretically, the residual stresses close to the surfaces should be compressive to balance the central tensile zone so that overall residual stress is zero. However, residual stresses at one side of the surfaces of AA6061/AA6061 appear to be tensile instead of compressive and this is most probably due to a combination of unaccounted experimental errors and methodological biases. Since measurements in this experiment are at the limit of spatial
resolution and accuracy of the neutron diffraction technique and the absolute values of stresses are extremely small, even small experimental uncertainties ~5-10 MPa that were not accounted for, e.g. local stress variations, can lead to distortions affecting the real stress profile. In addition, the stress calculations were based on isotropic $d_0$ model, which in general is a good approximation, but it can also lead to a relatively significant and experimentally noticeable shift due to anisotropic microstresses because of the delicate stress distribution in our case. The distortion of stress profile must be more pronounced in AA6061/AA6061 due to its ability to acquire higher density of dislocations, thus the stress profile for this alloy tends to have more unbalanced stress distribution affected by biases.

The residual stress distribution of dissimilar AA1050/AA6061 laminates is quite different from that of the AA1050/AA1050 and AA6061/AA6061. It can be seen in Fig. 2(c) and (d) that tensile residual stress exists in the AA1050 layer and compressive residual stress exists in the AA6061 layer in general for both the 1-cycle and 2-cycle roll bonded sheets. Since the two alloys have different plastic properties (i.e. yield stress), residual stress arises as a result of the different deformation behaviours in the two alloys. After non-uniform deformation of the layers, a permanent curvature occurs (even though the curvature is very small) bringing stress momentum balance and finally shaping the stress profile. It is difficult to predict the residual stress distribution theoretically because of the complexity of the bonding process.

The measured residual stresses for all the laminates are in a range of ±15 MPa. This is also in accordance with the values reported in rolled aluminium [6, 9]. The residual stresses in rolling direction and transverse direction show similar characteristics but the absolute values are slightly smaller in transverse direction due to difference in constrain conditions. Since the laminates are only 1.5 mm thick and 0.2 mm spatial resolution of the neutron diffractometer is on its limit as well as accuracy of less than 5 MPa, any improvement of data in the neutron diffraction experiment is hardly possible.

Since FEM simulation cannot exactly reproduce the bonding process, two extreme cases were simulated: one with two sheets pre-joined as one piece and one with two sheets deform separately the entire process. Fig. 3 shows the FEM simulation results for the 1-cyle roll bonded AA1050/AA6061. The distorted FEM elements illustrate well the deformation behaviour and material flow during deformation. For the case with two sheets pre-joined as one piece, the interface deforms coherently. The mesh flows faster at the surfaces due to the friction between the sheet and the rolls. It can be seen that the mesh of AA1050 flows faster than AA6061. The thicknesses of the AA1050 layer and the AA6061 layer are the same and both have gone through 50% reduction from the initial state. The residual stress of the AA1050 layer is compressive and the AA6061 layer is tensile. For the case with two sheets deform separately, there is relative displacement between the mesh of the AA1050 layer and the AA6061 layer. The mesh also flows faster at the surfaces. The thickness of the AA1050 layer is slightly smaller than the AA6061 layer and the reduction ratios of the AA1050 and the AA6061 layer are 51.6% and 48.4%. The residual stresses of the two layers are different and are quite complex.

Fig. 4 shows the FEM simulated through-thickness distribution of residual stress along RD for 1-cycle roll bonded AA1050/AA1050 and AA1050/AA6061 in comparison. The simulated through-thickness residual stresses along TD (not shown here) have similar trend to those along RD and have slightly lower absolute values. It can be seen from Fig. 4(a) that the FEM predicted residual stress of AA1050/AA1050 along RD matches the experimental results in general and reproduce symmetric profile. This is not surprising, since for the laminates with the two starting sheets of the same alloy, the deformation is similar to conventional rolling. Although the two sheets also experienced bonding during the rolling, there was no relative movement between the two sheets since they have the same properties.
Fig. 3 FEM mesh and residual stress in rolling direction of 1-cycle roll bonded AA1050/AA6061, prior to roll bonding (a), and after roll bonding (b) two sheets pre-joined as one piece and (c) two sheets deform separately.

Fig. 4 FEM simulated through-thickness distribution of residual stress along RD for 1-cycle roll bonded (a) AA1050/AA1050 and (b) AA1050/AA6061 with two sheets pre-joined as one piece and two sheets deform separately.

For the laminates with two starting sheets of different alloys, the two sheets are expected to deform differently because they have different plastic properties. In fact, they experience slightly different degree of reduction (larger reduction was observed for AA1050; it was slightly longer after the first cycle ARB). The FEM simulations are able to demonstrate this asymmetry in case of AA1050/AA6061 joint, However, the two extreme cases (pre-joint vs. separated) result in very different residual stress distributions, especially at the areas around the interface. This demonstrates that proper modelling of the contact phenomenon (e.g. amount of constraint versus amount of sliding) is the most critical element of the simulation. Qualitatively, the result of the two sheets deform separately (marked as Separated in Fig. 4(b)) agrees better with the experimental result. The absolute values of both cases are significantly larger than the values measured in experiment and also larger than the values of the simulated AA1050/AA1050.

The fact that the simulation results of the two sheets deform separately matches the experimental results better indicates that the two sheets deform more freely in the roll bonding process. Bonding
must occur in the very later stage of rolling deformation. The residual stress induced by the thermomechanical misfit of dissimilar materials is significantly larger in magnitude according to the simulation. The experimentally measured values, however, are very low. This may be because the simulation overestimates the difference in deformation resistivity of the two alloys and there may be a softening effect in the experiment due to the pre-heating before roll bonding.

**Summary**

Residual stress investigation was conducted on ARB processed AA1050/AA1050, AA6061/AA6061 and AA1050/AA6061 laminates of 1.5 mm thickness. Through-thickness stress profiles were determined with high spatial resolution (0.2 mm) and high measurement accuracy (<5 MPa). The results showed that the laminates composed of the same alloy (AA1050/AA1050 and AA6061/AA6061) showed symmetric residual stress profile with tensile stress at the centre and compressive stress under the surfaces. The AA1050/AA6061 laminates showed asymmetric distribution with residual tensile stress in the AA1050 layer and compressive stress in the AA6061 layer. FEM simulation of the laminates composed of the same alloy showed similar residual stress distribution as the experiment. The simulation results of the residual stress distribution in laminates composed of dissimilar alloys can only match the measured result qualitatively.
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Abstract: The oxide layers formed during high temperature oxidation of metallic alloys depend on experimental conditions (oxidation gas composition, gas pressure, temperature, duration etc…) and often with complex structure or multilayer structure. Residual stress can be generated not only due to oxide growth at high temperature (growth stress) but also during cooling of layer/metallic alloy system after oxidation (thermal stress). The determination of the level and the distribution of the residual stresses in oxide layers are very important to determine the influence of oxidation condition in one hand and to estimate the mechanical component’s durability at high temperature in the other hand. Two Chromia-forming alloys have been studied: a nickel based Inconel 600 alloy (Ni-17%Cr-8%Fe-1%Mn) and a ferritic AISI 430 steel (Fe-17%Cr-1%Mn). Oxidation test has been carried out at different temperatures (from 600°C to 900°C) for various durations (from 2 h to 96 h) under different absolute humilities (from 0% to 19%). After oxidation of Inconel 600, the oxide layers are composed essentially by an external NiO layer and by an internal spinel NiCr\textsubscript{2}O\textsubscript{4} layer. While the AISI 430 steel forms an external spinel Mn\textsubscript{1.5}Cr\textsubscript{1.5}O\textsubscript{4} layer and an internal Cr\textsubscript{2}O\textsubscript{3} layer. The residual stresses (RS) have been analyzed by X-Ray Diffraction (XRD) method in each of oxide layers after oxidation tests. In oxide layers, the RS are compressive and the RS levels are more important in internal layer than those in external layer. Overall, the compressive RS in oxide layers increase with oxidation temperature, oxidation duration and absolute humidity.

Introduction
At high temperature, almost all metals are not thermodynamically stable in air or in atmosphere where oxygen exists, and a solid oxide scale will form on the surface. Oxidation of Chromia-forming alloys has drawn lots of attention in recent years, for their good oxidation resistance and low cost. It is true that lots of studies have been done to study the oxidation behavior of Chromia-forming alloy in dry air, but humidity exists in all stages of oxidation in reality. Therefore, studying the influence of water vapor on Chromia-forming alloys oxidation at high temperature has great importance. Some works have been done to study the influence of water vapor on oxidation [1-6], and several mechanisms have been proposed to explain the influence of water vapor on oxidation, such as Fuji and Meussner [2] proposed a dissociation mechanism, and suggested that hydrogen appears to play an important role in the oxidation process as an oxygen carrier between the separated inner and outer scale layers. Shen Jianian [3] suggested that breakaway oxidation happened in the water vapor containing atmosphere is the result of formation of microcracks and microchannels during oxidation. H. Asteman [4, 5] observed the evaporation of Chromia hydroxide. According to J. Ehlers the entry of molecular H\textsubscript{2}O into the oxide scale was the main process leading to breakaway oxidation [6]. Obviously, the mechanism of Chromia-forming alloys oxidation with water vapor is still a contentious question.
It has been known that the residual stresses in the oxide scale are closely related to oxidation kinetic and the microstructure. Although some research works were already performed for Chromia-forming alloys to determine the residual stresses in the oxide scale after oxidation under dry air \cite{7,8}, very few works were focused on residual stresses after oxidation in atmosphere with water vapor.

The purpose of this work was to investigate the influence of water vapor on Chromia-forming alloys at high temperature, and AISI 430 and Inconel 600 alloys were selected.

**Experimental**

The nominal chemical composition of the materials used in this study is listed in Table 1. Before oxidation, the samples were cut into a dimension of 10mm x 10mm x 1mm. All 6 surfaces of the samples were polished by SiC paper followed by silicon solution to make all the samples have the same surface state. Oxidation experiments were performed by thermal gravimetric analysis (TGA) (model SETARAM 92-16.18) under artificial air with different absolute humidity, and the precision of TGA analysis is more than $10^{-6}$ g. For AISI 430 alloy, the oxidation temperature is 700°C-800°C, and for Inconel 600 alloy the temperature is 600°C-900°C. The regulation of absolute humidity is realized by using a vapor generator (SETARAM D/WETSYS-2F) and the sensibility of regulation is about 1.5% in relative humidity. To ensure the reliability of the experiments, every oxidation conditions has been conducted at least 2 times and the results were reproducible.

After oxidation, the samples were investigated by using FEG-SEM (Field Emission Gun-Scanning Electronic Microscope) / EDX (Energy-dispersive X-ray spectroscopy) (ZEISS SUPRA 55VP) to study the surface morphology and the cross section, and by Grazing Incident X-ray diffraction (GIXRD) to identify the oxide phase formed during the oxidation.

In this study, European standard NF EN 15305 (version of April 2009) \cite{9} has been applied to determine the residual stresses levels in different oxide layers. In our experiments, a high resolution configuration XRD system (Panalytical X’Pert MRD Pro) was used under Copper radiation ($\lambda=0.154$ nm), whatever the relative low diffraction angle 2θ, the determined peak position error is smaller than 0.005° in 2θ. For each selected plane family, more than 13 peaks are recorded. The calculation of the residual stress was performed via X’Pert Stress software. The precision for stress determination is about 30 MPa under our experimental conditions. The details of the operation parameters for determining residual stresses by XRD method is given in Table 2.

**Table 1 Chemical composition of AISI 430 and Inconel 600 alloys (weight %)**

<table>
<thead>
<tr>
<th></th>
<th>Fe</th>
<th>Cr</th>
<th>Mn</th>
<th>Si</th>
<th>S</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>AISI 430</td>
<td>Bal.</td>
<td>16-18</td>
<td>&lt; 1.00</td>
<td>&lt; 1.00</td>
<td>&lt; 0.03</td>
<td>&lt; 0.08</td>
</tr>
<tr>
<td>Inconel 600</td>
<td>6-10</td>
<td>14-17</td>
<td>&lt; 1.00</td>
<td>&lt; 0.5</td>
<td>&lt; 0.015</td>
<td>&lt; 0.15</td>
</tr>
</tbody>
</table>

**Table 2 Operation parameters for determining residual stresses by XRD method**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyzed zone</td>
<td>2mm x 2mm</td>
</tr>
<tr>
<td>$\psi$ angle amplitude</td>
<td>[-60° ; 60°]</td>
</tr>
<tr>
<td>Number of $\psi$ angle</td>
<td>13</td>
</tr>
<tr>
<td>Diffraction angle 2θ</td>
<td>33.6° for {104}$<em>{Cr_2O_3}$, 35.1° for {311}$</em>{Mn_1.5Cr_1.5O_4}$, 63° for {110}$<em>{NiO}$, 57° for {511}$</em>{NiCr_2O_4}$, 0.04°</td>
</tr>
<tr>
<td>20 step</td>
<td>15s/step</td>
</tr>
<tr>
<td>Acquisition time</td>
<td>0.005°</td>
</tr>
<tr>
<td>Young’s modulus (GPa)</td>
<td>Cr$<em>2$O$<em>3$: 280 [10]; Mn$</em>{1.5}$Cr$</em>{1.5}$O$_4$: 250 [11]; NiO:190 [10]; NiCr$_2$O$_4$: 280 [10]</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>Cr$<em>2$O$<em>3$: 0.29 [10]; Mn$</em>{1.5}$Cr$</em>{1.5}$O$_4$:0.27 [11]; NiO: 0.25 [10]; NiCr$_2$O$_4$: 0.29 [10]</td>
</tr>
</tbody>
</table>
Results and discussion

AISI 430 alloy. Figure 1 gives the 2º GIXRD patterns of AISI 430 alloy after oxidation in air with different humidity at 700°C, 800°C for 96h. It is clear that the oxide scales are mainly consisted of Cr₂O₃ and Mn₁.₅Cr₁.₅O₄ whatever the oxidation atmospheres, indicating that the water vapor doesn’t affect the scale composition. The intensity of substrate peaks is larger in the atmosphere containing water vapor because the oxide scales formed during the oxidation are thinner than them formed in the dry air.

Observation of the cross section after oxidation in air with 5% absolute humidity at 800°C for 48h by FEG-SEM is given in Figure 2, and it shows clearly that the oxide scale consisted of two layers. With the FEG-SEM observation and XRD analysis, we can conclude that the outer layer is Mn₁.₅Cr₁.₅O₄ (with little Fe incorporation) and the inner layer is Cr₂O₃. Moreover, formation of thin and discontinuous SiO₂ was also observed at the scale/substrate interface. Isolated voids were found at the scale/substrate interface, which may be result from outward diffusion of ions.

Figure 1 2º GIXRD pattern of AISI 430 after oxidation in air with different absolute humidity (AH) at 700°C for 96h (a), at 800 °C for 96h (b)

Figure 2 Cross section of the AISI 430 alloy oxidized in air with 5% humidity at 800°C for 48h

Residual stresses in protective Chromia layer after oxidation in air with different absolute humidity at different temperature are given in Figure 3. It is clear that the concentration of water vapor in the atmosphere can affect the residual stresses levels in the Chromia layer. At 700°C, the compressive residual stresses increase with the increase of water vapor. For 800°C, the higher the concentration of water vapor, the bigger the residual stresses at first 24h and smaller the residual stress after 48h. With the presence of water vapor, stresses relief was observed at 800°C.

Figure 4 shows the residual stresses in spinel layer after oxidation in air with different absolute humidity at different temperature, indicates that the residual stresses in this layer are increased with
the introduction of water vapor in the oxidation atmosphere. At all temperatures studied, the higher the concentration of water vapor, the bigger the level of residual stresses. The stresses relaxation is also observed in this layer, this might due to the effect of accommodation between the two oxide layers. The stresses in spinel layer decrease with the deceasing of stress in the Chromia layer.

The residual stress values in Chromia layer is more important than those in Mn1.5Cr1.5O4 spinel layer because the Chromia is in inner layer and the RS are generated not only by oxide formation but also by ion diffusion and the external layer formation. With the increase of absolute humidity (AH), the RS level increases in compression and it is probably related especially to oxide layer formation kinetics. Until now, there is no convincing argument to explain the role of the humidity for RS evolution. After 24h oxidation at 800°C, the residual stresses are relaxed and their level is reduced slowly.

![Figure 3](image3.png)

**Figure 3** Residual stresses in chromia layer after oxidation in air with different absolute humidity (AH) at 700°C (a) and 800°C (b)

![Figure 4](image4.png)

**Figure 4** Residual stresses in spinel layer after oxidation in air with different absolute humidity (AH) at 700°C (a) and 800°C (b)

**Inconel 600 alloy.** Figure 5 gives the 2º GIXRD patterns of Inconel 600 alloy after oxidation in air with different humidity at 700°C, 800°C for 24h. The oxide layers obtained with or without water vapor contained the same mixture of phases (NiO, Cr2O3 and NiCr2O4), but the peak of NiO is more intense than that of Cr2O3 and NiCr2O4. The presence of water vapor has no effect on the nature of the phases in the oxide layer formed on the substrate.

Cross section of the Inconel 600 alloy oxidized at 800°C for 24h in dry air and in air with 5% absolute humidity is given in Figure 6. It is clear that there are two different oxide layers on the substrate, and the inner layer is thicker than the outer layer. The outer layer is mainly composed of Ni and O, but in the inner layer, the concentration of Cr increased obviously. With the XRD analysis, we can conclude that the outer layer is NiO and the inner layer is likely to be a mixed oxide of spinel type NiCr2O4 (NiO + Cr2O3) and Cr2O3.
Figure 5 2° GIXRD pattern of Inconel 600 alloy after oxidation in air with different absolute humidity (AH) at 700°C for 24h (a), at 800 °C for 24h (b)

Figure 6 Cross section photos and EDX profiles of the Inconel 600 alloy oxidized at 800°C for 24h in air with 5% AH (a); in dry air (b)

The in-plane residual stresses levels in NiCr₂O₄ and NiO layers after oxidation in air with different absolute humidity at different temperatures are shown in Figure 7, indicating that the residual stresses in both layers are compressive. At 900°C, compared to other three temperatures, a significant increase of the stresses levels in the two oxide layers was observed. At 600°C, with or without water vapor, residual stresses in the layer of NiO are larger than those at 700°C and 800°C.

In addition, with the introduction of water vapor at 700°C and 800°C, the levels of residual stresses in the NiCr₂O₄ spinel oxide layer are quite similar to those in dry air; but at 900°C, the residual stresses in the NiCr₂O₄ spinel phase are much higher than those measured at 800°C.

The residual stress levels in NiCr₂O₄ spinel inner layer is more important than those in NiO external layer because the RS in inner layer are generated not only by oxide formation but also by ion diffusion and the external layer formation. With the increase of oxidation temperature, the RS values increase in compression and it is related directly to the increase of oxide layer thickness. There are less evolutions of residual stress when the absolute humidity is more than 5%; this is due to perhaps
the relative short time of oxidation. With the increase of oxidation time, the RS levels can be relaxed and reduced.

Figure 7 Residual stresses after 24h oxidation in air with different absolute humidity (AH) at different temperature in NiCr2O4 inner layer (a); in NiO external layer (b)

Conclusions
The oxidation of AISI 430 and Inconel 600 alloys have been carried out in air with different absolute humidity at different temperatures, the basic conclusions from this work can be given as follows:

1. For AISI 430 alloy, the oxide scale is consisted of an inner Cr2O3 layer and an outer Mn1.5Cr1.5O4 layer; and for Inconel 600 alloy, the oxide scale is composed of outer NiO layer and inner NiCr2O4 spinel layer;
2. With the introduction of water vapor in the oxidation atmosphere, the composition of the oxide scale is not changed for these two alloys. But the water vapor can affect the surface morphology.
3. For both alloys, with or without water vapor, the residual stresses in oxide scales are always compressive. The water vapor has obvious influence on residual stresses levels.
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Abstract. In the last 5 years a number of significant enhancements have been implemented on the neutron beam strain scanner Kowari at the OPAL reactor in Sydney Australia. These changes have resulted in reduced beam time losses when conducting experiments due to sample and stage alignment, and optics and sample changes. There have been 3 projects, starting in 2011 with a new manual slit system design and collision recovery system, in 2013 with a series of radial collimators and finally with the delivery of a 6 axis robot capable of texture measurements and of running up to 20 samples automatically.

Introduction

The thermal neutron residual strain scanner, Kowari, has been operational since 2007. On the residual strain stress scanning instrument KOWARI the spatial resolution ranges from 0.2 to 1000 mm³. The resolution in lattice strain is of the order 0.01% giving a stress resolution in steels of ~ 20 MPa. The instrument has been operated accordingly to ISO/TS 21432-2005 to achieve reproducible and reliable stress measurements [1,2]. Initially sample alignment and changes to the neutron optics were both slow and ergonomically challenging.

A project commenced in 2011 to design and manufacture a new neutron optics exchange system, to improve the slit system through improved collision protection and appature control and to allow much faster change over between configurations of the neutron optics (currently, three options are available: slit system, radial collimator, open detector). The new system allows for rectangular gauge volumes of quite a large size range, and has extended toolkit for accurate alignment and built-in anti-collision system. After a successfully series of tests with collimators borrowed from the JRR-3M reactor a project commenced in 2013 to design and purchase a series of collimators.

Texture measurements have been undertaken for many years using a standard Euler cradle. Sample changes were thus manually made every 4-8 hours depending on sample and conditions. To increase productivity and lower exposures for users a 6 axis robotic sample changer began operating on KOWARI in 2015 which allows automated testing of 20 (in some cases more) samples.

Adjustable Slit system that is collision resistant and easy to align.

The first part of the project consisted of a rotation stage for the input and output optics system. This stage accurately and easily allowed the neutron optics (primary slits and secondary slits or
collimators) to be swung 90 or 180 degrees and then locked into position. The second part of the project consisted of a new kinematic mount design - a ball and socket design with tangential locating pins that, in the event of a collision would allow the slits to safely rotate away. The slits can then be quickly placed back into the correct position by hand. The slits had to have a very small profile so that they could be placed as close to the sample as possible, a limitation of 4 blade slit systems. The slits are manually adjusted in a vertical range from 1 to 30mm, blades of different sizes allow the horizontal opening to be varied, to any desired opening up to 10mm. The slits package can be adjusted in 2 directions and by 2 rotations (Fig.1,2).

Figure 1. (Left) Solidworks model of the slit system.

Figure 2. (Right) Schematic of the ball and socket system installed to minimize damage to the slits in the event of a collision.

A Series of Radial Collimators.
A series of calculations was undertaken to (see Table 1) compare the performance of a collimator and the existing slit. The results indicated that 2mm and larger sized collimators would provide a similar neutron flux and a similar strain error, as long as there was full detector coverage. The collimators have a 14º degree vertical field of view and 5º horizontal (except for the 10mm collimator which has a 15º horizontal field of view).

Tests were conducted using collimators from JRR-3M, though they were not optimised for our detector size and solid angle. The collimators were built and optical tested in Japan by Hitachi Denki Kogyo and commissioning experiments ran both in Tsukuba and Sydney. On their arrival in 2014 their performance was characterised and they were found to perform as expected. Given in table 2 is a comparison of the performance of the new radial collimators to the existing slit system. It should be noted this is the optimal performance of the slit system and in reality the slits would be expected to not to perform this well as in real experiments they would have to be positioned further from the sample.
This highlights one of the major benefits of the RC’s, they are positioned 500mm away from the measurement position allowing easy positioning of large samples. Additionally as shown in Fig. 4a & b, they were found to be insensitive to rotational orientation in both intensity and peak FWHM, making alignment trouble free. Since their introduction they have been heavily utilised.

Table 1 (left) – Theoretical comparison of Collimator vs Slit performance for 0.5mm, 3 and 5mm.

Table 2 Comparison of the strain error and intensity ratio of the existing slit system and the new radial collimators.
A 6 axis robot for higher throughput and texture measurements.

Texture analysis on KOWARI has been undertaken using standard Eulerian cradles since 2007. Generally 3-5 sample changes were undertaken per day. Depending on the activation of the sample and the method of alignment between 10 and 30 minutes was lost per sample change. A 100 sample position 4 axis robot, an Epson E2S5553 had been used on the powder diffractometers at ANSTO since 2009 [3]. In 2011 it was decided that a 6 axis robot, capable of texture analysis would be purchased. At that time few if any facilities had this capability, we are currently aware of 2 facilities that can now do this, STRESS-SPEC at FRM II in Munich [4] and at the LANCSE facility in Los Alamos [5].

An Epson C3 6 axis robot was selected. The specifications are shown in Table 3. Software design commence at the University of Wollongong and an analysis of the robot’s accuracy and repeatability with undertaken. The design requirement was <0.2mm, ideally 0.1mm. Tables 4 and 5 over show the results. A rotation in Chi is much simpler as it is a single joint movement only.

![Figure 4](image1.png)

**Figure 4** Intensity (a) and FWHM (b) of the measured peak vs. rotational (nominal) angle of the 2mm radial collimator.

![Figure 4](image2.png)

**Figure 4** – Schematic of the robot showing the principles degrees of rotation

<table>
<thead>
<tr>
<th>Table 3 (left) specifications for the 6 axis robot selected for texture analysis</th>
<th>EPSON ROBOT MODEL</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Configuration</strong></td>
<td>6-Axis Articulated</td>
</tr>
<tr>
<td><strong>Mounting Configurations</strong></td>
<td>Wall (±45° motion restriction ≥ 30°)</td>
</tr>
<tr>
<td><strong>Payload</strong></td>
<td>1 kg/min ± 1 kg (±2g)</td>
</tr>
<tr>
<td><strong>Axis Rotation</strong></td>
<td>±180° deg</td>
</tr>
<tr>
<td><strong>Horizontal Reach</strong></td>
<td>600 mm</td>
</tr>
<tr>
<td><strong>Vertical Reach</strong></td>
<td>600 mm</td>
</tr>
<tr>
<td><strong>Speed</strong></td>
<td>540 degrees/s</td>
</tr>
<tr>
<td><strong>Cycle Time</strong></td>
<td>0.57 sec</td>
</tr>
</tbody>
</table>
After some final in house software modifications and a new 20 position sample changer were fabricated the first texture analysis experiments were undertaken on KOWARI and on the high intensity powder diffractometer WOMBAT in 2015. Comparisons with samples run on conventional Euler cradles have been undertaken (see Figures 7,8) – they show very close agreement. Aside from metallurgical samples geological samples and cultural heritage samples have been recently batch tested [6,7,8].

Table 4 – Test with Omega at 0 degrees, of rotations in Chi.

<table>
<thead>
<tr>
<th>Angle (Chi)</th>
<th>Error to Plane (µm)</th>
<th>Error to Circle (µm)</th>
<th>Total Error (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>15</td>
<td>27</td>
<td>31</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>-38</td>
<td>38</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>11</td>
<td>15</td>
</tr>
<tr>
<td>30</td>
<td>8</td>
<td>3</td>
<td>9</td>
</tr>
<tr>
<td>40</td>
<td>6</td>
<td>-21</td>
<td>22</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>60</td>
<td>11</td>
<td>2</td>
<td>12</td>
</tr>
<tr>
<td>70</td>
<td>29</td>
<td>26</td>
<td>39</td>
</tr>
<tr>
<td>80</td>
<td>12</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>90</td>
<td>11</td>
<td>-29</td>
<td>31</td>
</tr>
</tbody>
</table>

Table 5 - Test with Omega at 30 degrees of rotations in Phi, a more complex operation.

<table>
<thead>
<tr>
<th>Angle (Phi)</th>
<th>Error to Plane (µm)</th>
<th>Error to Circle (µm)</th>
<th>Total Error (µm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>101</td>
<td>-5</td>
<td>101</td>
</tr>
<tr>
<td>10</td>
<td>36</td>
<td>4</td>
<td>36</td>
</tr>
<tr>
<td>20</td>
<td>82</td>
<td>12</td>
<td>83</td>
</tr>
<tr>
<td>30</td>
<td>65</td>
<td>-22</td>
<td>69</td>
</tr>
<tr>
<td>40</td>
<td>53</td>
<td>21</td>
<td>57</td>
</tr>
<tr>
<td>50</td>
<td>35</td>
<td>-6</td>
<td>36</td>
</tr>
<tr>
<td>60</td>
<td>97</td>
<td>0</td>
<td>97</td>
</tr>
<tr>
<td>70</td>
<td>105</td>
<td>-16</td>
<td>106</td>
</tr>
<tr>
<td>80</td>
<td>14</td>
<td>16</td>
<td>21</td>
</tr>
<tr>
<td>90</td>
<td>116</td>
<td>-3</td>
<td>116</td>
</tr>
</tbody>
</table>

Figure 6. The 6 axis robot on KOWARI with the 20 position sample changer in the lower right.
Summary
Significant upgrades to the Neutron Residual Stress Scanner KOWARI at ANSTO have been undertaken in the last 5 years. There has been a significant reduction in beam time lost due to alignment and sample changing.
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Abstract. Deep-Hole Drilling (DHD) is a residual stress measurement method generally used in isotropic materials. This study provides an evaluation into applying DHD to determine residual and fit-up stress fields in anisotropic composite materials. In this method, a reference hole with a small diameter is firstly drilled through the thickness of the component. The diameter of the hole is measured accurately and then a cylindrical core of material around the hole is trepanned from the component, relaxing the residual stresses in the core. Finally, the diameter of the reference hole is re-measured and the change in diameter used to calculate the residual stress. For anisotropic materials, the calculation of residual stresses requires the evaluation of distortion coefficients which rely on the mechanical properties of the components. In this work, Lekhnitskii's solution for the distortion of a circular hole in an anisotropic plate and finite element analysis are used to determine these coefficients. Using this technique, the in-plane residual stresses in AS4/8552 composite laminates were experimentally measured and compared to finite element predictions as well as to classical lamination theory. The obtained results indicate that, when using DHD in laminated materials, an optimal ratio between the layers’ thickness, the reference hole and trepan diameters is of significant importance since unrelaxed thermally induced residual stresses can lead to inaccurate measurements.

Introduction

Deep-hole drilling (DHD) is a technique that allows the measurement of residual stress fields through very thick components. This technique requires that a small diameter hole is drilled through a component that contains residual stresses. The hole diameter is accurately measured (generally using an air probe) as a function of both depth and angular position inside the hole. The residual stresses in the component are afterwards released by machining away a core of larger diameter from around the hole. The relaxation of residual stress distorts the shape of the reference hole. The reference hole diameter is subsequently re-measured at the same angular positions and depths. The reference hole distortion is lastly related to the residual stresses that existed in the component before drilling the hole.

The main assumption of this method is that the drilling of the reference hole has no effect on the residual stress state and that removing the core causes the residual stresses around the hole to be fully released in an elastic manner [1]. The core is additionally assumed to consist of independent lengths.
This indicates that a thick specimen is equivalent to a set of layers unconnected by through-thickness shear stresses [2]. The deep hole drilling technique has usually been used on metal parts such as in welds [3]–[5] and railway tracks [6]. In metallic components, EDM can be used to trepan a central core around the reference hole since the cutting stresses introduced by this method are not significant. An attempt to apply this technique to a laminated carbon-fibre composite was made by Bateman et al. [2]. In their investigation, EDM could not be used to machine the core around the reference hole because CFRP is not conductive and for this reason a diamond encrusted hole saw was selected instead, as it was for this study as well.

**Analytical model**

The DHD technique is based on the measured radial distortion to determine the components of the residual stress from the reference hole. The formulation to the case of far field biaxial stresses plus shear stress can be stated as

$$\bar{\pi} = \frac{1}{E} \left[ f_{\phi} \sigma_x + g_{\phi} \sigma_y + h_{\phi} \tau_{xy} \right]$$

(1)

where for the case of isotropic materials (measurement angle $\theta$)

$$f_{\phi} = 1 + 2 \cos 2\theta$$

$$g_{\phi} = 1 - 2 \cos 2\theta$$

$$h_{\phi} = 4 \sin 2\theta$$

In the case of orthotropic materials these distortion coefficients depend on the mechanical properties of the component. Additionally, the relationship between the longitudinal direction of the material (fibre direction) and the measurement angle (air probe angular position during experiments) must be taken into consideration, see Figure 1.

![Fig. 1](image_url)  
*Fig. 1: Unidirectional laminate showing the relationship between the fibre direction ($\alpha$) and measurement ($\theta$) angles in reference to the global axes.*

For this analysis, these coefficients for the studied material (AS4/8852) were calculated using the finite element software ABAQUS considering the mechanical properties given in Table 1 and the following values were determined

$$f_{\phi} = 1.49 + 5.21 \cos 2\phi$$

$$g_{\phi} = 15.89 - 19.51 \cos 2\phi$$

$$h_{\phi} = 30.04 \sin 2\phi$$
Table 1: Mechanical properties of AS4/8552.

The radial distortion is normally measured at nine different angles and at least three angles are required to obtain accurate results. The relation of the measured radial distortions and the residual stress is given by

$$\bar{u} = -\frac{1}{E} M \cdot \sigma$$ \hspace{1cm} (2)

The use of the minus sign is required because the radial distortions are measured after releasing the residual stresses. The matrices are expressed as

$$\bar{u} = \begin{bmatrix} \bar{u}_{\phi=\phi_1} \\ \vdots \\ \bar{u}_{\phi=\phi_N} \end{bmatrix}, \quad M = \begin{bmatrix} f_{\phi_1} & g_{\phi_1} & h_{\phi_1} \\ \vdots & \vdots & \vdots \\ f_{\phi_N} & g_{\phi_N} & h_{\phi_N} \end{bmatrix} \quad \text{and} \quad \sigma = \begin{bmatrix} \sigma_x \\ \sigma_y \\ \tau_{xy} \end{bmatrix}

where $N$ is the number of angular measurements. Lastly, the residual stresses are determined from the measurements of the radial distortions of the hole by

$$\sigma = -E M^* \cdot \bar{u}$$ \hspace{1cm} (3)

where $M^* = (M^T \cdot M)^{-1} \cdot M^T$ is the pseudo-inverse of $M$.

**Experimental procedures and results**

An AS4/8552 composite laminate of 18 mm in thickness consisting of 10 layers with different orientations was used to perform the DHD measurement, see Figure 2. To allow the measurement of residual stress using DHD, front and rear bushes were bonded using high strength adhesive to the specimen, centred on the location of the measurement.

The use of bushes has several benefits provide a setup for the fixation of the essential components for gun drilling and air probing and contribute to guide the hole saw perpendicularly to the specimen. Additionally, they decrease the effects of the air probe entrance and exit during the measurements of the diameters and help to avoid fibres delamination when the drill enters and exits the specimen.
Fig. 2: (a) Illustration showing the layer arrangement specimens and the bushes required for a DHD experiment (b) composite laminate after conducting the DHD experiment

After drilling the reference hole, the air probe was introduced to measure precisely the hole diameter every 22.5° (i.e. 0°, 22.5°, 45°, 67.5°, 90°, 112.5°, 135°, 157.5° and 180°) around it and at every 0.1 mm through it, resulting in nine measurements of diameter in total for every axial position. The air probe is not able measure accurately near a surface, nevertheless the front and rear bushes allow measurements near the surface of the specimens. The air probe must be calibrated before and after the measurements of the hole diameters using 10 calibration rings, which allow to use calibration curves and interpret a diameter to each reading in millivolts. The calibration rings used have the following dimensions: 2.9796, 2.9893, 2.9997, 3.0096, 3.0204, 3.0306, 3.0397, 3.0496, 3.0595 and 3.0704 mm.

A hole saw was selected to perform the trepanning process which has the advantages of being faster than electrical discharge machining (EDM) and not requiring an electrolyte to be used. The hole saw used during the experiment has a diameter of 10 mm and is diamond tipped. Following the trepanning procedure, the diameter of the hole was re-measured using the air probe.

Lastly, the residual stresses were determined from the radial distortions of the reference hole to reveal the residual stress distributions shown in Figure 3. The principal material directions have been used in each layer. Therefore the stress component $\sigma_{11}$ is longitudinal to the fibre direction while the stress component $\sigma_{22}$ is in the transverse direction of the fibres. The experimental results are compared to Laminator [7] (software based on classical laminate theory) predictions and DHD simulations using the same reference hole and trepan diameters as in the experiments as well as different sizes of these two parameters additionally. The highest and lowest predicted stresses in the longitudinal direction are of the order of 20 and 65 MPa in compression, in the 0° and 90° plies respectively. On the other hand, the expected stresses in the transverse direction to the fibres remained approximately on 36-38 MPa on the specimen. The predicted magnitude of the shear stress is very low throughout the entire laminate.

A comparison between the DHD experiment and the DHD simulation using a reference hole of 3 mm of diameter and a trepan diameter of 10 mm shows a close agreement in the longitudinal, transversal direction as well as the in-plane shear component. However, these values significantly disagree with residual stress predictions using Laminator, which implies that a considerable amount of residual stresses were not relaxed after trepanning the core. For the proceeding of the DHD analysis, the core thickness is assumed to consist of a number of independent sections, each confined by two parallel planes normal to the reference hole axis. Each section is totally unaffected by the presence of other sections. As a consequence of the trepanning process, the stresses inside the core are totally released in a linear-elastic way.
Fig. 3: Comparison of the residual stresses $\sigma_{11}(a)$, $\sigma_{22}(b)$ and in-plane shear $\tau_{12}(c)$ using Laminator, DHD experiment and simulations with different reference hole and trepan diameters.

In the case of composite laminates, these block lengths (layers) are influenced by the presence of adjacent layers since their stiffness and coefficient of thermal expansion variation may be sometimes higher than 15 times, thus affecting the area near their interface when expanding and contracting during the cure process. For this reason, the assumption that the trepanning process relaxes all
residual stresses in the core cannot be valid. This issue can be nevertheless considerably resolved by using a smaller dimension for the reference hole and trepan diameters. After selecting 0.5 mm and 1 mm for the reference hole and trepan diameters respectively in a further DHD simulation the disagreement between the obtained results and Laminator predictions did not exceed a value of 5 MPa in all three cases in the central area of each layer.

Summary
The deep-hole drilling technique has become a standard method for the measurement of residual stress in isotropic materials, especially for thick components. The work described here is an extension to the method to allow the measurement of residual stress in orthotropic materials such as thick composite laminates.

After conducting a deep-hole drilling experiment on an 18 mm thick AS4/8552 composite plate, measurements showed a good agreement with a simulation using the same reference hole and trepan parameters, but a significant discrepancy was found when compared with correct predictions (Laminator). It was determined that, when using DHD in laminated materials, the reference hole and trepan diameters must be much smaller than the thickness of the layers in order to reduce the effect of remaining interlaminar shear stresses in trepanned cores which can significantly lead to inaccurate measurements.
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Abstract. As an emerging Additive Manufacturing (AM) technique, Selective Laser Melting (SLM) has found a promising application in biomedical field due to its advantages in fabricating Ti-6Al-4V components with specific and customised geometries. It has been reported that accumulated residual stress as a result of the high heating and cooling rates during SLM and the topological design of the components can largely influence the mechanical and functional properties of the fabricated components. In this study three notched samples were produced by SLM manufacturing. The samples were built using the same laser melting conditions on the same base size. The notches ranged in angle from 60° to 120°. Residual stresses in the three notched samples were analysed using the state-of-the-art neutron residual strain measurement instrument, Kowari, at the Australian Nuclear Science and Technology Organisation. A combination of gauge volumes were utilised to obtain high precision measurements at the notch tips and general measurements around the tips. This paper reports on the manufacture and measurement of differing residual stresses in the three SLM fabricated notches.

Introduction

As an emerging Additive Manufacturing (AM) technique, Selective Laser Melting (SLM) has found promising applications in a wide spectrum of industries, e.g. aircraft, automotive and biomedical sectors, due to its advantages in fabricating metal components with specific and customised geometries [1]. The process of SLM manufacture is highlighted in Fig 1. Initially an CAD model of the part to be generated is created (a), the model is then segmented into 50µm slices (b). The slice information is then fed to the SLM machine which melts the required pattern into a bed of powder (c). Once the pass is completed the bed is lowered by 50µm and a new layer of powder added (d) and the next melting pass conducted. Finally the completed part is removed from the powder bed (e) and the unused powder is recycled.

An important feature of SLM is that through optimisation of the fabrication parameters (e.g. laser energy, scanning speed, hatch spacing, etc.) and topological design of the components, these SLM fabricated metal components with desired mechanical and functional properties (e.g. ductility, elastic modulus, strength etc.) can be achieved [2]. It is reported that the accumulated residual stress as a result of the high heating and cooling rates during SLM and the topological design of the components can have a significant effect on the mechanical and functional properties of the fabricated components [3-5]. This leads us to deduce that understanding and tailoring the residual stress in SLM components is essential. As part of this understanding the effects of topological features, for a given fabrication method, on the residual stress within a component must be examined. Therefore, to investigate the effects of topography on the residual stress in SLM components, a state-of-art neutron...
scattering facility has been utilised for characterising the residual stress state SLM fabricated metal components of different topographies.

---

**Experimental**

**SLM**: The Three Dimensional (3D) Printing group in The University of Western Australia produced three notched and one un-notched SLM samples using Ti-6Al-4V powder, size \(-53 \, \mu m\), supplied by Falcon-tech (China). The geometries of the SLM samples are shown in Fig. 2a. The
samples were produced in a Realizer SLM-100 machine (ReaLizer GmbH, Germany). The process parameters utilised in manufacturing the components are given in Fig. 2b.

![Figure 2. (a) Cross-sections of the SLM fabricated notched Ti-64 components. (b) SLM process parameters](image)

**Residual Stress Measurements:** The residual strain measurements were performed on the Kowari strain scanning instrument [6] at ANSTO. Because the basic principles of this technique are well known [7-9] only details specific to this measurement will be reported. Neutrons with a monochromatic wavelength are selected from a double focusing monochromator to enable single diffraction peaks to be sampled during strain scanning. Fig. 3b, gives the details of the instrument set-up for the current study and the material properties used in calculating the residual stresses. The sample gauge volume is defined by the primary beam vertical (pV) and horizontal (pH) slits and the receiving slits horizontal width (sH). The measurement locations and measurement direction definitions for the current study and given in Fig. 3a. Two different slit configurations were utilised in this study. The first, (pV,pH,sH) 1x1x1 mm was used to examine the bulk of the sample around the notch tips. The second which was used to obtain higher resolution measurement just below the notch tip used a (pV,pH,sH) 0.5x2x2 mm gauge volume. The second configuration was only used to measure the longitudinal and transverse directions. As data in the normal direction using the second setup could not be obtained as the gauge volume would have only been partially in the sample, the data for the normal direction from the first setup was extrapolated to provide normal data for the second setup to calculate stresses. Stresses in the longitudinal and transverse direction were calculated based on the assumption that the stress in the normal direction is zero. This allows deconvolution of a stress free reference lattice spacing.

![Figure 3. (a) Measurement locations (line1 and line 2) and direction definitions for the Kowari experiment. (b) Kowari experimental parameters](image)
Results
The results of the residual stress measurements are given in Fig. 4, for the measurement line L1 (Fig 3a) and in Fig. 5, for the measurement line L2 (Fig 3a). The legends for the figures are as follows: Narrow, 60° notch; Med, 90° notch; Wide, 120° notch; Long, longitudinal stresses; Trans, transverse stresses.

![Figure 4. Measurement line L1 traversing the bottom of the notches](image1)

![Figure 5. Measurement line L2 starting just below the notches and penetrating into the samples](image2)
Two features are of note in these results. In the case of the residual stresses observed across the base of the notches (Fig. 4) there is a strong asymmetry in the transverse residual stresses in all three of the notched samples. The maximum stress is observed at 6mm to one side of the notches, of ~125MPa in tension which then falls to ~0MPa below the notch and then remains at this stress out to 6mm on the other side of the notch. In the case of the longitudinal stresses there is reasonable symmetry observed. In the case of Fig. 5, where the stresses just below the notches and moving into the samples are shown there is very close agreement with the stresses in the transverse direction. This is generally the case for the longitudinal direction except at the position just below the notch tips. At this location (0.3mm below the notch) there is considerable spread in the observed longitudinal stresses. In the case of the narrow notch (60°) a compressive stress of ~150MPa is observed, while for the medium notch (90°) the compressive stress is ~50MPa and for the wide notch (120°) the stress is ~0MPa (also apparent in Fig. 4).

Discussion
The results of this study clearly demonstrate that the geometry of SLM manufactured components has an effect on the state of the residual stresses within the components. While this study was to an extent a proof of concept, and as such the authors consider the results somewhat qualitative, some intriguing results have been obtained. Looking at the case of line 2, below the notch and moving into the sample, the results clearly show that reducing the angle of the notch from 120° to 60° has resulted in an increase in the residual compressive stress at the notch. This is not a surprising result as the reduced notch angle will produce greater constraint at the notch tip and hence prevent the relaxation of any stresses developed during the manufacturing process. Different notches would also induce different thermal histories around the notches in different samples. This probably also contributes to the observed difference in residual stresses in samples with different notches. It should be noted that it would be expected the stresses will turn to tensile further into the samples (see [3,10] for example), however these positions were not measured in this experiment due to time constraints.

Turning to line 1, looking at the stresses across the base of the notches, these results are rather surprising. Given in Fig. 6, is the hatch pattern used in forming the components. As each layer is formed the pattern is rotated by 90°. At this stage the authors are unable to account for the observed asymmetry of the transverse residual stresses across the base of the notches. This effect will be the subject of future studies (i.e. samples of the same geometry but different hatch patterns will be examined).

Figure 6. Hatch pattern used in SLM manufacture of the three notched components.
As noted at the start of the discussion this study is considered a feasibility / proof of concept study which the authors believe has been very successful. Several issues will be addressed in future studies in particular the choice of material for manufacturing the SLM components. Titanium is a strong coherent scatterer of neutrons (contributing to the diffraction peak), however it is also a strong incoherent scatter of neutrons (contributing to noise), thus producing a poor signal to noise ratio in neutron experiments and hence the relatively large error bars reported in Fig. 4 & 5. A second issue with titanium alloys is that during high cooling rates martensitic transformation can be induce (not addressed in this report) which can further complicate analysis of residual stresses. For these reasons future studies, which have already been submitted for consideration, will examine more neutron scattering friendly materials (for example austenitic or ferritic stainless steels). Finally the authors envision that the results of this and future studies will contribute real results to efforts to model and thus quantify the effects of geometry and other processing parameters on the residual stresses in SLM components.

**Conclusion**

Residual stresses have been measured in 3 SLM manufactured components of different geometries. Three notches, 60°, 90° and 120° were fabricated from Titanium-6%Aluminium-4%Vanadium powder. The residual compressive stresses at the notches were ~150, 50 and 0 MPa respectively. This is most likely due to the increased constraint with decreasing notch angle. An unexpected result was that across the notches an asymmetric tensile stress was observed with one side a stress (in all three samples) of 125MPa observed while the corresponding position on the other side of the notch showed virtually no stresses in the transverse direction. The longitudinal stresses either side on the notches were reasonably symmetric. An explanation for this unexpected stress distribution will be the subject of future studies.
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Abstract. The electron speckle-interferometry hole-drilling (ESPI-HD) method for determination of residual stresses (RS) is based on drilling of a blind hole with a diameter of 0.5-1.0 mm and calculating stresses using displacements data measured by a speckle-interferometer. According to the standard procedure, calculations are made under the assumption of linear elastic behavior of the material. However, if the RS level is high, then plastic deformations caused by the stress concentration induced by the hole could lead to a stress calculation error. Unlike strain-gage hole-drilling (SG-HD) method which records strains only by three (six) strain gauges and elaborates in order to find the RS, the ESPI-HD method allows taking into account the displacements data at all points of the surface around the hole. Analysis of the displacements' variation across the circumference around the hole reveals local features related with plastic deformations. In this paper, a new approach for determination of RS by the hole drilling method that considers the plastic deformations has been proposed. This approach assumes determination of the plasticity effect by calculating stresses using displacements data at various sectors relative to the hole. Analysis of stresses variations calculated using values of displacements at different sectors allows retrieving the real stress state.

Introduction

One of the most widely used technique for determination of residual stresses (RS) is the strain-gage hole-drilling method (SG-HD method). There is an international standard [1] for determination of RS that is based on drilling of a small hole on the materials surface and measuring the surface strains using a special strain gauge rosette attached concentrically around the drilled hole. This method is applied in cases where material behavior is linear-elastic and plasticity effects are neglected. It is known that a hole is the stress concentrator that can result in significant plastic deformations around the drilled holes, if the nearby RS are high. It was shown that if the stressed state does not exceeds about 60% of the material yield stress \( \sigma_{02} \) the errors induced by yielding around the hole are less than 3% but the plasticity error increases with increasing RS [2, 3]. This is connected with the fact, that elastic deformations, which for stresses should be calculated, are added to unknown plastic deformation. It is known that deformation data at the three points measured around the hole are not enough to determine a presence or absence of plastic deformation. In the paper [3] the use of a four-element strain-gauge rosette has been considered to find "effect of plasticity" and real values of RS. Another extension of the hole drilling method is application of a non-contact speckle-interferometry technique to measure displacements around the hole [4-6]. The ESPI-HD method possesses such an important advantage as possibility of displacement data obtaining at a large amount of points near the hole. The analysis of the data allows determining of a presence of plastic deformation around the drilled hole, and to develop a new approach for RS measuring taking into account plastic deformations.
Determination of RS by the ESPI-HD method

The ESPI-HD method, similarly to the SG-HD method, assumes measure of displacements at the distance $2.5r_0$ ($r_0$ - is hole radius) of displacements $u_x$. The displacements data are connected with stresses by the following equation [2]:

$$u_x(\theta) = F(\theta)\sigma_{xx} + G(\theta)\sigma_{yy} + H(\theta)\tau_{xy} \tag{1}$$

where - $F(\theta)$, $G(\theta)$ and $H(\theta)$ – are the functions, which depend on geometric parameters of a hole and mechanical constants of the material, angle $\theta$ determines the coordinates ($x = 2.5r_0 \cos(\theta)$; $y = 2.5r_0 \sin(\theta)$) of the point, where the displacement $u_x$ is measured.

Having the displacements data at the three points $u_x(2.5r_0, \theta_1)$, $u_x(2.5r_0, \theta_2)$ and $u_x(2.5r_0, \theta_3)$, located on a circle with a center at the drilling point, it is possible to compose the system of linear equations (1), and to find $\sigma_{xx}$, $\sigma_{yy}$ and $\tau_{xy}$. Using the displacements data $u_x$ of more than hundred points, unknown values of stresses $\sigma_{xx}$, $\sigma_{yy}$ and $\tau_{xy}$ are calculated by the least-squares method.

Mathematical simulation with the finite element method was conducted for estimation of plastic deformations influence on the accuracy of RS determination by the ESPI-HD method (Fig.1). As a result of simulation the values of displacements of material surface points depending on the level of stresses in the object were calculated. Then the displacement $u_x(2.5r_0, \theta)$ were selected at the points of surface, located at the distance $2.5r_0$ from the hole center. After that the values of the stresses $\sigma_{xx}$, $\sigma_{yy}$ and $\tau_{xy}$ were found using equations (1). The finite element mesh used by FEM-simulation is presented at the Fig.1. For simulation the following data were used: diameter and depth of hole is 1 mm, object thickness is 4 mm. The area of plastic deformation is highlighted by red color in case when the predefined residual stresses $\sigma_{rs} = 0.85\sigma_{02}$.

To calculate the error in the determination of RS, depending on the level of stresses related to the material yield strength ($\frac{\sigma_{rs}}{\sigma_{02}}$), the following numeral experiments were held. The displacements $u_{x,calc}(2.5r_0, \theta)$ on the distance $2.5r_0$ for angles $\theta$ in the range $[0, 2\pi]$ were calculated for given ratio $\frac{\sigma_{rs}}{\sigma_{02}}$. Then the system of equations (1) was composed and the values $\sigma_{xx,calc}$ were calculated by the least-squares method. It was shown, that at the ratios $\frac{\sigma_{rs}}{\sigma_{02}} > 0.6$, the difference between $\sigma_{rs}$ and $\sigma_{xx,calc}$ increases, and could reach 60% (Fig. 2). The area where plastic deformation occurs enlarges with increasing of RS. That results in higher error of RS determination by the ESPI-HD method, which assumes only elastic deformation (elastic stress relaxation) after drilling a hole. Thus, it is necessary to take into account influence of plastic deformation in the calculation of RS.
Fig. 3. Geometrical presentation of displacement $u_x$, calculated by FEM along the circumference of the radius $2.5r_0$ with the center at the point of drilling, from the angle $\theta$: 1 – linear elastic model; 2 – elasto-plastic model; 3 – circle with radius $2.5r_0$. ($\sigma_{rs} = 0.85\sigma_{02}$).

Fig. 4. Dependency of displacements $u_x$ (a) and their derivatives $\Delta u_x/\Delta \theta$ (b) from the angle $\theta$, along the circumference with radius $2.5r_0$ centered at the point of drilling calculated using the FEM with linear-elastic and elasto-plastic models ($\sigma_{rs} = 0.85\sigma_{02}$).

Consider influence of plasticity effect on the results of RS calculation providing that $\sigma_{rs} = 0.85\sigma_{02}$. Geometrical presentation of displacement values $u_x$ is shown in Fig. 3. The displacements $u_x$ are set relatively from initial position of the point in a larger scale. The displacement curve $u_x^{pl}(\theta)$ calculated using elasto-plastic model is similar to the curve $u_x^{el}(\theta)$, that received at linear-elastic model (Fig. 4, a). However, derivatives $\Delta u_x / \Delta \theta$ (Fig. 4, b) calculated under the assumption of linear elastic and elasto-plastic behavior of the material, show that at the angles $\theta$ in the range $[0, \pi/6]$ the curves $\Delta u_x^{pl} / \Delta \theta$ and $\Delta u_x^{el} / \Delta \theta$ are practically identical, and the greatest deviations are observed at $\theta = \pi/3$. It can be concluded from this graph that the plastic deformations make the greatest influence on the displacements $u_x$ of surface points around the hole for the angles $\theta$ in the range $[\pi/4, \pi/2]$. Consequently, plastic deformations near the drilled holes increase maximum values of measured displacements, but its contribution is not uniform along the circumference: on separate ranges of $\theta$ dependences of displacements $u_x^{el}(\theta)$ and $u_x^{pl}(\theta)$ fit within a constant summand, and on the other ranges they differ the more, than higher the ratio $\sigma_{rs}/\sigma_{02}$. Analysis of distribution of $u_x$ along the entire circumference allows identifying presence of plastic deformations and their values.

The feature of the ESPI-HD method is an ability to calculate stresses using the displacement data $u_x$ at points of the arc BC that could be chosen arbitrarily around the drilled hole (Fig. 5). Variation of size (defined by the angle $\psi$) and position (defined by the angle $\alpha$) of the circular arc BC allows to develop a new technique for determining RS, which takes into account the plastic deformations. The arc is defined by the following way. Some point A with polar coordinates $(2.5r_0, \alpha)$ is marked on the circle. Regarding this point, the arc BC that includes all points with angular coordinates from $\alpha - \psi$....
up to $\alpha + \psi$ is chosen. The displacement $u_x$ on arc BC are used for calculation of stresses $\sigma_{xx,calc}(\alpha, \psi)$ from equations (1).

Dependences of stress values $\sigma_{xx,calc}(\alpha, \psi)$, that are calculated using the displacements data measured on the arc BC, on an angle $\alpha$ are presented in the polar (Fig.6, a) and Cartesian (Fig. 6, b) coordinate systems provided that $\sigma_{rs} = 0.85\sigma_{02}$. It is shown that decreasing the length of arc BC (lower values of $\psi$) leads to increasing $\Delta\sigma_{diff}(\psi)$ in the presence of plastic deformation, where

$$\Delta\sigma_{diff}(\psi) = \max_{0\leq\alpha<2\pi}|\sigma_{xx,calc}(\alpha, \psi)| + \min_{0\leq\alpha<2\pi}|\sigma_{xx,calc}(\alpha, \psi)|$$

(2)

These graphs show significant increase in the difference between the extreme and the averaged value of the stress $\sigma_{xx,calc}$ at decrease of the angle $\psi$, that is consequence of localization of areas with plastic deformation. One of the parameters that may characterize the plasticity effect is $PE_{diff}$:

$$PE_{diff}(\psi) = \sqrt{\Delta\sigma_{diff}(\psi)/\sigma_{xx,calc}(\pi)}$$

(3)

Dependency $PE_{diff}$ on $1/\psi$ at different ratios $\sigma_{rs}/\sigma_{02}$ is shown in Fig. 7. It is clear that $PE_{diff}$ equal to zero in the absence of plastic deformation ($\sigma_{rs}/\sigma_{02} < 0.33$). A monotonic increase of $PE_{diff}$ with increasing $\sigma_{rs}/\sigma_{02}$ was observed. Thus, based on the analysis of the dependency $PE_{diff}(1/\psi)$, we can draw a conclusion about the absence or presence of plastic deformation after drilling a hole in the object. It should be noted that dependencies $PE_{diff}(1/\psi)$ obtained for different ratios $\sigma_{rs}/\sigma_{02}$, up to a factor coincide with each other. The figure shows that the ratio $\sigma_{rs}/\sigma_{02}$ is uniquely determined by the slope $k_\psi$ of the graph $PE_{diff}(1/\psi)$.

The developed ESPI-HD method for determination of RS taking into account the plasticity effects includes the following stages:

1. To calculate values of stresses $\sigma_{xx,calc}(\pi)$ by equations (1) using the displacements data along a circle with the radius $2.5r_0$ with the center in the point of a drilled hole.
2. For the set of values $\psi$ in the range $[\pi/6, \pi/2]$ calculate stresses $\sigma_{xx,calc}(\alpha, \psi)$, $\alpha = [0,2\pi]$. For each value of $\psi$ to calculate $PE_{diff}$. To build a curve $PE_{diff}(1/\psi)$. To determine the slope $k_\psi$ of the curve.
3. To compute dependency of the slope $k_\psi$ on $\sigma_{rs}/\sigma_{02}$ for present experiment conditions (diameter and depth of the hole, thickness of the object, mechanical properties of the material) using FE simulation. To determine $\sigma_{rs}/\sigma_{02}$ and $\sigma_{rs}$, substituting value $k_\psi$ calculated in stage 2 into the dependency $k_\psi(\sigma_{rs}/\sigma_{02})$. 

Fig. 5. Location of the arc BC relative to the drilled hole.
Determination of RS by the ESPI-HD method considering the plasticity effect in welded samples

RS have been measured by the developed ESPI-HD method considering the plasticity effect in the welded joint made from aluminum alloy (Fig. 8). It is known that in heat-affected zone RS exceed 0.7$\sigma_0$ of the material. A compact speckle-interferometer (Fig. 8, a) has been designed for determination of RS. The recorded interference fringe pattern is shown on Fig. 8, b. Values of $\sigma_{xx,\text{calc}}(\alpha, \psi)$ and $PE_{diff}$ were calculated according to the stage 2 using the displacement data $u_x$ in the area marked in blue (fig. 8, b), and as a result the $PE_{diff}(1/\psi)$ has been found (Fig. 8, c, d). These graphs are similar to those obtained by mathematical modelling (Fig. 6, 7) and they show presence of significant plastic deformations around the hole. FE simulation has shown that the slope $k_\psi$ of the curve (Fig.8, d) fit values of the ratio $\sigma_{rs}/\sigma_0 = 0.92$. Thus, in the point of drilling the residual stresses $\sigma_{xx} = 169\text{MPa}$.

Summary

A new approach for evaluation of the plasticity effect after drilling a hole in the objects being under high residual stresses ($> 0.6\sigma_0$) is developed. This is achieved by analysis of the displacements data in the points around drilled holes that are measured by the ESPI method. The procedure for calculation of RS with plasticity effects has been proposed. Effectiveness of the ESPI-HD method for measuring of RS at the object in the area of high stress state has been demonstrated.
Fig. 8. Determination of RS by the ESPI-HD method taking into account the plasticity effect: a) – the ESPI-device for determination of RS installed on the welded specimen; b) – interference fringe pattern recorded by ESPI after drilling of the hole in the sample; c) – dependence $\sigma_{xx,\text{calc}}$ on $\alpha$ for different values of $\psi$; d) – dependence $P_{\text{diff}}$ on $1/\psi$.
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\textbf{Abstract.} In marine and offshore industries, aluminium welding processes are often used especially for floating LNG (Liquefied Natural Gas) production, storage and LNG fuelled vessels. Welding distortions of aluminium plates are known to be larger than that of steel, so it is desired to mitigate the distortion. Also, numerical models of welding distortion prior to a manufacturing of components are expected in order to improve products. Finite element models of welding residual stresses and distortions on aluminium plates by using the commercial finite element code ABAQUS were developed in this study. A mixed material hardening model was employed in order to simulate aluminium material behaviours. In addition, a mitigation technique of distortions by in-process additional heating of plate bottom side was investigated by using the developed numerical models. The finite element models were validated by experiments which distortions and temperature histories of MIG fillet welding were measured. Experiments of in-process additional heating of plate bottom side were also conducted and results were compared with the simulation. The simulations and the experiments showed that the mitigation technique proposed in this study was able to achieve a reduction of distortions for aluminium fillet welding.

\textbf{Introduction}

A5083-O aluminium alloy is often used for marine and offshore industries especially for floating LNG (Liquefied Natural Gas) production, storage and LNG fuelled vessels since it has better strength to weight ratio and corrosion resistances compared with steel. Welding distortion of aluminium alloy is larger than that of steel and more difficult to remedy after the weld. Therefore, a prediction of distortions prior to manufacturing processes and mitigation techniques are desired.

A development of finite element models for welding distortion was originated from 1970’s [1] and many researchers contributed the development [2,3]. Throughout the studies of the prediction of weld distortion, prediction accuracies were dependent on weld heat source models used in finite element models. Effect of material constitutive model was studied by the round robin project [4]. This project investigated experimental and numerical techniques for characterisation of residual stresses on a single bead on plate problem. This research concluded that predicted residual stresses and distortion are sensitive to material constitutive models.

Demands of mitigation techniques of welding distortion are increased. Several mitigation methods, which are mechanical constraint, pre-heating, in-process cooling and in-process heating [5,6,7,8], have been proposed, then it is important to choose an appropriate method for individual components. The mechanical constraint technique is the simplest method, but this technique requires...
a huge mechanical load coping with a thermal load due to weld for large components. In case of aluminium components, it is difficult to apply thermal heating processes after the weld to correct the weld distortion because of a difficulty of controlling temperature distributions by the large thermal conductivity of aluminium alloy. Therefore, in-process technique is more desirable. In-process method of MIG welding of thin aluminium plates was studied and TIG heating ahead of MIG welding was effective to reduce weld distortions [6]. Therefore, the in-process heating technique is applicable but a heating condition should be optimised for different case because temperature field is sensitive with welding condition and plate thickness.

In this study, finite element models of the welding distortion and in-process additional heating of bottom side of aluminium plates were developed. Additional heating conditions to minimise weld distortions were optimised by using the numerical models. Experiments of additional heating processes were conducted and a reduction of the weld distortion was achieved.

**Experimental and numerical procedure**

**Experimental procedure.** Dimensions of A5083-O aluminium plates used in the experiment are shown in Figure 1. Chemical compositions and mechanical properties of A5083-O aluminium are listed in Table 1 and Table 2. The web plate was fillet welded to the skin plate by MIG welding with A5183-WY filler metal. Both sides of the web plate were simultaneously fillet welded. During the welding process, the skin plate was rested on a jig and there was no clamp in order to avoid mechanical constraining effect. A heat source model of the TIG heating was investigated by using a thick plate, which is shown in Figure 1. Thick plate was used to reduce unexpected distortions by the TIG heating. The MIG welding and the TIG heating conditions are shown in Table 3. Weld distortion mitigation technique introducing in this study is schematically illustrated in Figure 2. The TIG torch was selected for the additional heat source. The heat input and velocity of the MIG welding and the TIG heating were kept constant during the welding. Weaving technique was used for the TIG torch in order to broaden heating area. A distance between the MIG welding torch and the TIG torch was selected as a parameter to be optimised. In situ temperature measurements by thermocouples were made during the welding and heating experiments. The locations of thermocouples are shown in Figure 1. After the fillet welding experiments, plate distortion was measured by a photogrammetric measurement system. The photogrammetric measurement was done by taking digital photos of specimens with attached targets from various directions and the photos were processed to obtain three dimensional coordinates of the targets. The angular distortions at the plate edge were calculated from the results of the photogrammetric measurement.

**Finite element model.** The commercial finite element code ABAQUS [9] was selected to develop numerical models. A symmetry boundary condition was considered at the middle of the web plate so only half of the specimens were modelled. Dense and graded mesh distributions close to the fillet weld and additional heating area was made in the models. Effect of deformation field to thermal field was assumed to be small and neglectable therefore a sequentially coupled thermal-stress analysis was performed. The transient temperature field previously calculated by the heat transfer analysis was used as thermal load within the mechanical analysis.

A simple moving heat source model that assumes uniform distribution in the fillet weld metal area was utilized in the analysis. The ABAQUS user subroutine called DFLUX was implemented in order to model this moving heat source model. Efficiencies of the MIG welding and the TIG heating were determined by comparing with the result of temperature measurements of several cases in this research and listed in Table 3. It is necessary to take into account temperature dependent material properties [6]. They were measured up to 550 °C to improve an accuracy of the finite element models in this study. A heat transfer coefficient at the ambient temperature was determined as 10 W/m²/°C and an emissivity used in the simulation was 0.4, respectively.

A choice of material constitutive model is one of the most important aspects of mechanical analysis. Isotropic hardening rule is the simplest model and often used in weld simulations although it is well known that it gives overestimated residual stresses. A mixed isotropic and kinematic
hardening model is more accurate if the model is fitted to both a monotonic response and a cyclic response. In the present study, mixed hardening rule called Chaboche model implemented in ABAQUS was employed in order to overcome the shortcomings of isotropic hardening rule. The Chaboche model in ABAQUS is represented by the following equations.

\[ f(\mathbf{\sigma} - \mathbf{\alpha}) = \sqrt{\frac{3}{2}} (\mathbf{S} - \mathbf{\alpha}^{\text{dev}}) : (\mathbf{S} - \mathbf{\alpha}^{\text{dev}}) = \sigma^0 \]  

\[ \dot{\mathbf{\alpha}} = \sum_k C_k \frac{1}{\sigma^0} (\mathbf{\sigma} - \mathbf{\alpha}) \dot{\varepsilon}^{\text{pl}} - \gamma_k \mathbf{\alpha} \dot{\varepsilon}^{\text{pl}} \]  

\[ \sigma^0 = \sigma^0_0 + Q_x (1 - e^{-b \varepsilon^{\text{pl}}}) \]

where \( \mathbf{\sigma} \) is the stress tensor, \( \mathbf{\alpha} \) is the back stress tensor, \( f(\mathbf{\sigma} - \mathbf{\alpha}) \) is the equivalent von Mises stress, \( \sigma^0 \) is the size of the yield surface, \( \mathbf{S} \) is the deviatoric stress tensor, \( \mathbf{\alpha}^{\text{dev}} \) is the deviatoric part of the back stress tensor, \( \dot{\varepsilon}^{\text{pl}} \) is the equivalent plastic strain, \( \dot{\varepsilon}^{\text{pl}} \) is the equivalent plastic strain rate, \( \sigma^0_0 \) is the yield stress at zero plastic strain, and \( C_k, \gamma_k, Q_x, \) and \( b \) are material parameters to be calibrated. Cyclic loading tests were carried out in addition to standard tensile tests in order to identify the parameters. One representative result, whose temperature was at room temperature, was shown in Figure 3. The result of the mixed hardening model shows better agreement with experimental results than that of the isotropic hardening model for the case of the cyclic test.

Figure 1. Schematic and finite element models of the specimens with dimensions and thermocouple position

(a) Fillet welded aluminium plate

(b) Aluminium plate of TIG heating
Table 1. Chemical composition of A5083-O plate

<table>
<thead>
<tr>
<th>Element</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Cr</th>
<th>Zn</th>
<th>Ti</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight(%)</td>
<td>0.09</td>
<td>0.24</td>
<td>0.04</td>
<td>0.6</td>
<td>4.5</td>
<td>0.08</td>
<td>0.01</td>
<td>0.01</td>
<td>Bal.</td>
</tr>
</tbody>
</table>

Table 2. Mechanical properties of A5083-O plate

<table>
<thead>
<tr>
<th>Yield stress</th>
<th>Tensile stress</th>
<th>Elongation</th>
</tr>
</thead>
<tbody>
<tr>
<td>MPa</td>
<td>MPa</td>
<td>%</td>
</tr>
<tr>
<td>196</td>
<td>323</td>
<td>21.4</td>
</tr>
</tbody>
</table>

Table 3. MIG welding and TIG heating

<table>
<thead>
<tr>
<th>Type</th>
<th>Heat input (J/mm)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIG</td>
<td>878</td>
<td>0.65</td>
</tr>
<tr>
<td>TIG</td>
<td>437</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Figure 2. Schematic illustration of in-process additional heating technique

Figure 3. Stress-strain relationship used in finite element model compared with experiments. (a) Stress-strain relationship by cyclic loading (b) Stress-strain relationship by tensile test

Validation of the finite element models

Results of numerical models and thermocouple measurements of the MIG welding and the TIG heating are shown in Figure 4. As seen from the Figure 4 (a), a good agreement of temperature histories was obtained for the MIG welding. On the other hand, a discrepancy of the maximum temperature of the TIG heating was observed. One reason was that the numerical model did not take into account the weaving process of the TIG heating and it was affected to the results. Temperature histories and cross sections of the welded plate with the TIG additional heating were compared and results are shown in Figure 5. The TIG torch was placed -40 mm behind the MIG torch. A good agreement was observed for the temperature history. Larger melt pool was observed by the finite element analysis in comparison with the experiment. The difference was also considered by absence of the weaving effect of the TIG torch in the finite element model.

The out of plane displacement of the plate edge, which is indicated in Figure 1, obtained by the finite element model was listed in Table 4. There was a good agreement between the numerical model and the experiment for the MIG welding. The reduction rate of distortion by the additional
heating was approximately 62% in the experiment. Predicted reduction rate was larger than the experiment. This was due to the predicted larger melting pool in the numerical model.

![Figure 4. Comparison of predicted and measured temperature profiles at thermocouple locations. (a) MIG welding (b) TIG heating](image)

*Figure 4. Comparison of predicted and measured temperature profiles at thermocouple locations. (a) MIG welding (b) TIG heating*

![Figure 5. Comparison of experiment and finite element model of additional TIG heating (-40 mm). Temperature history (b) Cross section of welded plate and melt pool by finite element model](image)

*Figure 5. Comparison of experiment and finite element model of additional TIG heating (-40 mm). Temperature history (b) Cross section of welded plate and melt pool by finite element model*

**Table 4. Results of out of plane displacement by experiment and finite element model**

<table>
<thead>
<tr>
<th>Case</th>
<th>Out of plane displacement (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Experiment</td>
</tr>
<tr>
<td>MIG</td>
<td>8.3</td>
</tr>
<tr>
<td>MIG+TIG (-40 mm)</td>
<td>3.1</td>
</tr>
</tbody>
</table>

**Weld distortion mitigation**

A distance between the MIG welding torch and the TIG torch and heat input of the TIG heating are important parameters. The heat input was determined by the preliminary performed numerical analysis so as to keep the melting pool size small. A relationship between distances of the two torches was investigated by numerical models and experiments. The finite element analyses were performed by placing the heat source distances from +60 mm to -80 mm. The positive value was defined the TIG torch travelling in front of the MIG welding torch. The results were shown in Figure 6. It was found that effect of the additional heating was sensitive to the distance of the additional heating position and -40 mm was the optimised distance. Figure 7 shows transverse residual stresses through the skin plate by the numerical analysis. The -40 mm additional heating made smaller transverse residual stress compared with +60 mm case. It is considered that heat input by preceding MIG welding make high temperature field at plate bottom and this temperature field reduces plate bending stress and angular distortions.
Conclusions

In this study, welding distortion and its mitigation technique for fillet welding of aluminium plates were developed. The conclusions are summarized as follows.

1. Finite element models of MIG welding, TIG heating and additional heating were developed and compared with experiments. Good agreement was obtained for MIG welding case. Larger melt pool was predicted by the finite element analysis. This difference was considered by absence of the weaving effect of TIG torch.

2. Mitigation technique for fillet welding of aluminium plates was investigated by finite element models and experiments. The results showed that the optimised distance between the MIG welding and the TIG torch was -40 mm. An approximately 62 % reduction was achieved by the proposed method.

3. Additional heating behind a welding torch is more effective than the method proposed by reference [6] in our welding condition. This result indicates that the optimised heating condition is sensitive to weld sequences, heat input and plate thicknesses.
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Abstract. A cylindrical sample, 14.8 mm in diameter, was machined from an Al-Mg-Si casting and then heat-treated. For the purposes of this research, the casting can be regarded as a two-phase composite of aluminium and 6 vol.% of near-spherical Si particles ~3 µm in diameter. Residual stresses in the cylinder are (i) long-range macrostresses resulting from the transient temperature gradients formed during heat-treatment, and (ii) short-range microstresses resulting from differences in the coefficients of thermal expansion between Al and Si. Neutron diffraction has been used to measure the stress tensors in each phase of the composite as a function of radial position with 2 mm spatial resolution and the microstress and macrostress components have been successfully separated. The contour method was applied to measure the axial component of the macrostress and the results are in good agreement with the neutron diffraction data.

Introduction

Al-Mg-Si castings are used in the aerospace and automotive industries due to their excellent castability, corrosion resistance, weldability and machinability, all combined with good mechanical properties. Typically, components are used in the heat-treated condition to achieve optimum mechanical properties.

Long-range residual stresses, or macrostresses, occur in the castings as a result of both the casting process and the subsequent heat-treatment ("long-range" means that the stresses vary over distances comparable to the size of the component). Heat-treatment comprises two steps, namely solution-treatment and ageing. The solution-treatment comprises an anneal at 540°C followed by quenching into water, the resulting transient temperature gradients being responsible for long-range residual stresses. The macrostress produced through quenching usually results in a tensile core and compressive periphery, though the actual stress distribution obviously depends on the sample geometry.

Short-range residual stresses, or microstresses, are the result of differences in the coefficients of thermal expansion of the microstructural constituents of the microstructure. The stresses vary over distances comparable to the scale of the microstructure.

In the current work, one such system that produces macro- and microstress is studied: a two-phase composite of near-spherical Si particles with 6 vol.% and ~3 µm in diameter in an aluminium matrix. In this paper only stresses caused by the heat-treatment are considered.

Several methods exist for the measurement of residual stress [1], each having its advantages and suitability for particular applications. Neutron diffraction is particularly suitable for measuring both the micro- and macrostresses in composite materials [2] although analysis of the data is notoriously
difficult, requiring the solution of the $d_0$ problem (i.e., a knowledge of the stress-free lattice parameter of each phase of a composite), the choice of elastic constants [3] and, finally, the separation of the micro- and macrostress fields [4]. With all these experimental difficulties, a reliable alternative method is highly desirable for validation.

Although being destructive, the contour method [5] provides a straightforward means of measuring macrostresses in materials and has many advantages over other residual stress measuring techniques, including insensitivity to texture and grain size effects, chemical variations and is able to measure extremely large samples with thick cross section and complex shapes [6]. The only real limitation is the electrical resistivity of the material, which determines if the sample can be cut using the electrical discharge machining (EDM), and the spatial resolution of the technique is too coarse to measure microstress fields. Although the contour method can be applied to a variety of material types including multi-phase alloys of similar nature, e.g. γ/γ' Ni alloy, dual-phase steels or any other metal-metal composites, the applicability to composite materials with vastly different electrical, thermal and elastic properties, such as the Al-Si composite, can also be demonstrated.

In the current study, such an example for cross-validation between two techniques, neutron diffraction and contour method, using a cylindrical Al-Si composite sample is described.

Sample and material

The material was alloy A356, with Sr added to spheroidise the eutectic Si inclusions. The composition was (wt%): 6.6 Si, 0.4 Mg, 0.05 Fe, 0.18 Ti, 0.019 Sr with Cu, Mn, Zn all <0.01. Plates, measuring $140 \times 160 \times 25$ mm$^3$, were made by sand-casting. Slices 25 mm wide were cut from the plates and were solution heat-treated at 540°C for 6 hours followed by a room-temperature water quench and ageing at 170°C for 6 hours. A 135 mm long cylindrical “dog-bone” sample was machined from one of the slices for tensile testing, with a 14.8 mm gauge diameter and 50 mm gauge length. A series of samples were produced for deformation tests, but one sample was studied in the as-heat-treated condition, with no deformation applied, therefore only thermal stresses caused by quenching and heat-treatment exist.

The microstructure is shown in Fig.1 and has been described previously [7]. It is highly non-uniform, comprising coarse dendrite colonies (grains) some 0.8 mm in diameter, dendrites with a secondary dendrite arm spacing of ~60 µm, and inter-dendritic eutectic Si inclusions with a volume-equivalent diameter ~3 µm and an aspect ratio of ~1.6 [8] together with age-hardening nano-precipitates of MgSi. The volume fraction of the Si inclusions is 0.062.

Experimental method I: neutron diffraction measurements and data analysis

Neutron residual stress scanning was carried out on the KOWARI neutron diffractometer at the OPAL research reactor (ANSTO) [9]. Both phases, Al matrix and Si particles, were measured at 90°-geometry using wavelengths appropriate for each phase: $\lambda = 1.73$ Å for the Al(311) reflection and $\lambda = 1.58$ Å to work with the Si(422). Three principal directions, radial, hoop and axial, were measured across the specimen diameter. A gauge volume of $2\times2\times2$ mm$^3$ was used for lattice spacing measurements in the axial direction, while, in order to utilize the geometry of the long cylindrical
sample, the gauge volume was enlarged to \(2 \times 2 \times 10 \text{ mm}^3\) for radial and hoop measurements (the 10 mm dimension is parallel to the cylinder axis). Due to this difference, depending on component and phase, the measurement time was changed accordingly. A typical measurement time for hoop and radial directions was 20 minutes for Si and 3 minutes for Al. These times provided strain accuracy of \(~70 \mu\text{strain}\) for the Si\((422)\) and \(~30 \mu\text{strain}\) for the Al\((311)\).

A crucial capability of the instrument utilised for the measurements in the coarse-grained Al matrix was continuous sample rotation around the cylindrical axis to cover a physically larger sampling volume (i.e., number of grains) while keeping the same radial localization. This improves the grain statistics dramatically and yields statistically stable results. Additionally, and for the same reason, while measuring the axial component the cube gauge volume was moved in the axial direction by 10 mm, thus sweeping the same volume as for the hoop and radial components.

To overcome the critical \(d_0\) problem associated with measuring the residual stress in a composite material, standard pure Si powder was used to measure the strain-free lattice parameter for the same reflection Si\((422)\). This is a unique advantage offered by the alloy since the eutectic precipitates are pure Si. Unfortunately, the same does not apply to the Al phase: here the Al contains Si and other impurity elements in solution so that a stress-free \(d_0\) is not available. Accordingly, the aluminium \(d_0\) was assumed to be constant across the sample and was set in such a way that provided fulfilment of the macrostress balance conditions in the case of hoop and axial as well as the boundary condition for the radial component. This was achieved through performing several steps to separate micro- and macrostresses [4].

Firstly, components for the total stress of each phase, Si and Al, and each radial location \(r\) were calculated from the strain in the usual way:

\[
\sigma^p_i(r) = \frac{1}{S^p_i} \left[ \varepsilon^p_i(r) \left( \frac{S^p_1}{3S^p_1 + S^p_2} \right) \left( \varepsilon^p_{\text{hoop}}(r) + \varepsilon^p_{\text{radial}}(r) + \varepsilon^p_{\text{axial}}(r) \right) \right]
\]

where \(p\) can be Si or Al, \(i\) can be “hoop”, “radial” or “axial”, and \(S^p_1, S^p_2\) are the (hkl)-dependent diffraction elastic constants that were evaluated from the single crystal constants in the isotropic approximation [3]. They are reported in Table 1 together with (hkl)-dependent Young modulus, \(E\), and Poisson ratio, \(\nu\), that can be compared with the bulk calculated counterparts.

| Table 1. Elastic properties of the composite two phases, Al and Si |
|-----------------|-----------------|-----------------|-----------------|-----------------|
| \(S_1(hkl), \text{TPa}^{-1}\) | \(S_2(hkl), \text{TPa}^{-1}\) | \(E(hkl), \text{GPa}\) | \(\nu(hkl)\) | \(E(\text{bulk}), \text{GPa}\) | \(\nu(\text{bulk})\) |
| Si\((422)\) | -1.285 | 7.260 | 167.4 | 0.215 | 163.1 | 0.222 |
| Al\((311)\) | -4.992 | 19.366 | 69.4 | 0.358 | 70.1 | 0.356 |

Secondly, the macrostress was derived from the total phase stresses according to the volume fraction of the phases,

\[
\sigma^M_i(r) = V^\text{Si}_f \cdot \sigma^\text{Si}_i(r) + (1 - V^\text{Si}_f) \cdot \sigma^\text{Al}_i(r)
\]

where \(V^\text{Si}_f = 0.06\) is the volume fraction of the Si particles in the composite.

Thirdly, with the calculated macrostress, the two force balance conditions, one for hoop and the other for axial components, and the boundary condition for the radial component are applied:


\[
\int_0^R \sigma_{\text{hoop}}^M (r) \cdot r \cdot dr = 0; \quad \int_0^R \sigma_{\text{axial}}^M (r) \cdot r \cdot dr = 0; \quad \sigma_{\text{radial}}^M (R) = 0
\]

(3)

It is not possible to fulfil all three conditions (3) exactly, using only a single \(d_0\)-value for aluminium, and so a best-estimate value was used to ensure that they comply in a statistical sense, minimising the overall error which involves all three conditions (3).

The final step was to derive the microstress for both phases:

\[
\sigma_{i \mu}^{p} (r) = \sigma_{i \mu}^{p} (r) - \sigma_i^M (r)
\]

(4)

thus achieving separation of macrostress and microstresses.

**Experimental method II: contour method measurements and data analysis**

After the neutron measurements were completed, the sample was sectioned transverse to the long axis to assess the axial component of the macrostress by the contour method. Although not conducted for the purpose of this research, macrostresses in other principal directions could also be measured using the multiple-cut method [10]. The cut was made with a Sodick AQ535L wire electrical discharge machine (WEDM) with 0.25mm diameter uncoated brass wire and skim cut settings. Both cut surface contours were then measured using a Brown and Sharpe Global Performance 7.10.7 co-ordinate measuring machine (CMM) at ANSTO. The machine was equipped with a Renishaw PH10MTM/TP200 touch probe system consisting of a 2 mm diameter ruby tipped stylus, with a measurement precision of ±0.7 µm. The cut surfaces were sampled using a rotary scan method on 0.25 mm point spacing, producing approximately 2700 data points for each surface. The residual stresses were calculated from raw contour data using a well-proven technique consisting of MATLAB scripts and ABAQUS Finite Element code. Details of data processing methods, smoothing, fitting, etc. are reported by Prime et al. [5].

**Results and discussion**

The comparison of data obtained by the neutron diffraction and the contour methods is shown in Fig. 2. Several profiles representing results of the contour method are distinguished by the amount of regularization (smoothing) applied in the stress reconstruction algorithm. Although apparently different, they demonstrate a quick convergence to a stably smooth solution when using a smoothing
spline knot spacing of ~5 mm, which is in good agreement with the neutron results, $\chi^2 \sim 2.0$. The only significant deviations from the general trend and symmetry in the contour method data are in the areas close to the perimeter and are apparently related to non-uniform EDM cutting.

While the contour method can provide a single axial macrostress component in one cut, all three principal stress components can be obtained with the neutron diffraction technique. The full set of results, three components of macro- and microstress, are shown in Fig. 3.

![Fig. 3. Macrostress (left) and microstress (right) for the three principal stress components obtained by neutron diffraction. (The lines connecting symbols on the plot of macrostress are polynomials of the second order given for visual guidance only.)](image)

The macrostress field shown in Fig. 3 is typical of stress fields produced by quenching although constructing a detailed anisotropic model [11] is beyond the scope of this paper. The microstress is, as expected for a composite, due to the difference in the coefficient of thermal expansion of Si particles and Al matrix. The experimentally observed hydrostatic microstress of ~110 MPa in Si and ~7 MPa in Al would be generated by cooling through a temperature of 75°C (evaluated by an isotropic self-consistent model [12]), which is far less than the quench from the ageing temperature of 170°C to ambient. Therefore, the matrix surrounding the particles must yield locally and a detailed model for the hydrostatic stress requires a knowledge of the variation of the time-temperature history and of the dependence of yield stress on temperature.

A component of the hydrostatic microstress is also caused by the macrostress field. The maximum effect is expected at the centre of the specimen where the hydrostatic macrostress is ~50 MPa. Using the isotropic self-consistent model it is expected that the contribution to the microstress at the centre is +12 MPa for the Si particles and +0.8 MPa in the Al matrix. Thus, the macrostress-to-microstress coupling is small in comparison with the thermally generated microstress and the phase microstress values are close to the experimental error in the measurements of ±13 MPa and ±0.8 MPa, respectively for Si and Al. The deviatoric component of the macrostress also contributes to the microstress producing non-hydrostatic effects, that potentially can be detected, but its contribution is even smaller and certainly beyond accuracy of the current method.

**Summary**

Residual stress was measured in an Al-Si composite (A356 aluminium alloy) cylinder by neutron diffraction and the contour method. The cross-validation of the two methods using the axial macrostress component demonstrated a good agreement between the two methods. For the neutron diffraction technique, this ensures the proper approach to resolve the $d_0$ problem and correct data
treatment. For the contour method, this establishes applicability of the method to composite materials.

Using neutron diffraction data, a separation of microstress and macrostress was accomplished correctly, validated by an alternative technique. The quenching mechanism of macrostress formation was evidenced by the stress distribution and thermal mismatch between Si particles and the Al matrix and this is responsible for the microstress developed.
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Abstract. Resource-efficient machine elements are in the focus of current research. One of the most widely used machine elements are roller bearings. Thus, the optimization of bearings and their tribological properties promises to result in significant resource savings. Special focus is set on the bearing fatigue life, which may be significantly reduced by indentations on the raceways. The reduction in fatigue life can be caused by processes such as rolling over particles or by brinelling. These processes induce local stress peaks and lead to elastic-plastic deformations of the raceways. During the subsequent operation, the pile up of material around the indentations is flattened and hence the residual stresses change. Inside these so called shoulders stress peaks, residual stresses and hardening effects occur possibly resulting in crack initiation, crack growth under cyclic loading, and eventually spalling of material. For deeper and more sharp-edged indentations the bearing fatigue life is reduced more. To quantify the influence of an indentation on the bearing rating life a calculation model was developed based on the approach of IOANNIDES, BERGLING and GABELLI. For this, a 3D-FE model is used to calculate the three dimensional stress fields by superposition of residual and load stresses.

Introduction

When LUNDGREN and PALMGREN published their life theory in 1947 they focused on the fatigue life of ball bearings which is defined as the time until the first spalling appears [1]. These surface damages are due to cracks that are initiated in the subsurface area and propagate to the surface where they result in the typical fatigue damage. The cracks begin at material defects such as impurities and are initiated foremost by the shear stresses that occur due to the Hertzian pressure in the contact area. Their theory based on the previous works of WEIBULL who introduced the probabilistic approach to engineering [2]. Throughout the 20th century, however, the quality of steels has significantly improved and these material defects could be reduced. Classical subsurface fatigue life became less important [3].

ZARETSKY et. al. conducted a study with approximately 224,000 roller bearings. He estimated the percentage of fatigue failures to only 3% of all failures whereas particles are held responsible for over 20 % [4]. There are less conservative studies that estimate these failures to over 40 % [5]. GABELLI et al. demonstrated that indentations from hard materials such as corundum can reduce the bearing fatigue life by up to 95 % [6]. To account for such influences on the bearing fatigue life IOANNIDES and HARRIS introduced their advanced theory of bearing life calculation in 1985 [7], [8]. They introduced an analytical approach to consider the cleanliness of the lubricant and indirectly the contamination by particles. Eventually their work was incorporated as easy to handle equations in the ISO 281:2007 [9] and ISO/TS 16281:2008 [10] that set the standards for the advanced bearing life calculation. However, this approach does not explicitly consider the influence of particle contamination. It does not regard the increase in stress caused by the altered geometry of the surface.

To avoid particle damages the present countermeasures solely focus on the cleanliness of the lubricant. Primarily seals and filter systems are used to prevent particles from entering the bearing, but in some cases particles nevertheless enter the contact zone.
NEUBAUER investigated the fatigue life of roller bearings in which residual stresses were artificially induced by hard turning and deep rolling [11]. These residual stresses were designed to affect the stresses that occur from the Hertzian pressure and cause subsurface fatigue. He observed in this way that the fatigue life of roller element bearings can be increased by the factor of 2.3. In this study his approach is applied to dented surfaces and to examine the effect on the bearing fatigue life.

**FE Model**

Roller bearings of the type NU 206 are investigated in particular in this study. The inner ring of these bearings has the highest risk of failure and hence is in the focus of this study, see Figure 1. The calculation model can be divided into two main steps, see Figure 2. Firstly a FE analysis is conducted that simulates a sphere penetrating a flat surface. This simulation is comparable to a Brinell hardness test, since the said particle is modeled as a rigid undeformable body, because of that the results can be expected to be slightly exaggerated. In earlier simulations a sphere with a radius 150 µm was found to achieve the best results. The shape of the flat surface is a cube with an edge length of 300 µm. The ball penetrates the surface by 15 µm and leaves the surface afterwards at the same amount.

![Fig. 1: Initial configuration of model 1](image)

This quasi-static analysis was done twice. Once with residual stresses from the manufacturing process and the second time without. The distribution of the residual stresses is depicted in Figure 3. The commercial CAE software Abaqus 6.11 is used. To save calculation time the axis symmetry was used. Therefore symmetry boundary conditions were used on the y and z symmetry surfaces. On the bottom the model is encastre while on the outer surfaces the degrees of freedom in the x and y directions were locked. Standard C3DR elements were used. The model has 35 elements along each edge and thus contains 42875 elements in total. To save more calculation time only the highly loaded volume was investigated in this paper. This is justifiable since the volume elements that will fail and thusly contribute to the fatigue Life are expected to be in the highly loaded volume only.

![Fig. 2: Calculation scheme of the fatigue life prediction](image)

The calculations are done with and without residual stresses as initial condition. Step 1: the indentation is simulated. Step 2: the resulting residual stresses from step 1 are taken as initial conditions. The indentation diameter and depth are taken to calculate the altered Hertzian contact pressure. The results are evaluated with the bearing fatigue life approach of Ioannides and Harris using the Dang-Van-criterion.
The material chosen is AISI 52100 (100Cr6) standard bearing steel. The elastic-plastic material data were obtained by investigations by Hacke at the TU Clausthal in a common research project, see [12]. The yield strength $R_p$ is 1830 N/mm$^2$ and the tensile strength $R_m$ is 2620 N/mm$^2$. As investigated in [13–17] the hardening behavior of the material influences the development of residual stresses by indentations significantly.

Fig. 3: Residual stress distribution used in the simulation [11].

In the aforementioned papers the authors investigated the plastic deformation depending on different hardening behaviors such as isotropic and kinematic hardening. The results of these studies prove, that the more distinctive the hardening behavior of a material is, the lower the remaining residual stresses and plastic strains are and the smaller the material pile up around an indentation. Therefore a simple isotropic hardening law is established to account for these effects. Contact is standard surface-to-surface-contact with a friction coefficient of 0.2 as described in [14]. From the results of this first step the indentation depth and diameter and the residual stresses that are produced by the particle indentation are obtained to feed the second step.

Fig. 4: Results of simulation step 1. The dimensions of the plastically deformed geometry of the surface (left) are used to feed equation one. From that the altered Hertzian contact pressure is calculated. The residual stresses are directly applied to the second model step 2 as initial condition (middle). In the area of contact a significant amount of plastic deformation is observed illustrated by the equivalent plastic strain (left).

The results of step 1 can be seen in Figure 4. Here only the results for the case without residual stresses are depicted. The von Mises stresses show a good agreement with the simulations in the literature mentioned before. There is significant plastic deformation in the contact area of the surface and the ball. The remaining plastic deformation left an indentation of 75 µm in diameter with a depth of 13 µm.

The second step of the calculation consists again of two quasi-static FE analyses. To represent the contact pressure of the roller element a Hertzian contact pressure is applied to the surface of a second model similar to the first one. The Hertzian pressure was adapted to the altered geometry of the surface. To do so, the analytical approach by Coulon [18, 19] was used to avoid complex Elastohydrodynamic calculations of the lubricant film and contact calculations. The altered Hertzian pressure distribution can be seen in Figure 5. The plot shows an increase of the Hertzian pressure by approximately 20%. The governing equation is
\[
\Delta P = -\frac{\Delta P_{sh}}{(\Phi_7)^2} \left( \sqrt{X^2 + Y^2 - \Phi} \right)^2 + \Delta P_{sh} \quad \text{with} \quad \Delta P_{sh} = 0.7 \frac{\Phi}{D_{th}}.
\]

(1)

Fig. 5: Dimensionless Hertzian contact pressure at line contact on a dented surface with an indentation diameter of 75 µm and a depth of 13 µm.

With \( \Phi \) as the dimensionless indentation diameter and \( D_{th} \), the dimensionless indentation depth.

The peak Hertzian pressure is 2516 N/mm². The material model is the same as in step one. The residual stresses that remain after the indentation are applied as initial conditions. As the first step has shown, the relevant volume for the second step is much smaller than the actual bearing model. The model for the second step is thus adjusted to the size of the first step. The analysis is run both with and without residual stresses.

To evaluate the stresses considering the bearing fatigue life the analytical approach of I OANNIDES and HARRIS for advanced life service is used [8]. Here the classical fatigue life concept of PALMGREN and LUNDBERG is extended by implementing the actual stresses that exist below the raceway surface, see equation (1).

\[
\ln \left( \frac{1}{S_i} \right) = AN^e \left( \int_{V_r} H(\sigma_i - \sigma_u) \frac{(\sigma_i - \sigma_u)}{\sigma_u} dV \right).
\]

(2)

These stresses are evaluated by the failure criterion by DANG VAN [20] with which the hydrostatic stress state, hoop and residual stresses can be considered.

Results and discussion

After the second step the residual stresses follow as presented in Figure 6. The peak von Mises stresses concentrate in three big areas around the indentation. Two of them are directly at the surface to the left and the right of the indentation. The third area is located approximately 100 µm below the indentation. The areas are slightly shifted to the direction rolling direction. In the case of the analysis with residual stresses (left), the stresses drop almost to zero at 300 µm and rise again at the bottom at 400 µm. The peak value is 1885 N/mm². In the case without residual stresses (right), the stresses do not fade as much and stay constant from 100 µm to 400 µm of depth. The peak value is 1846 N/mm². Below that the hydrostatic stresses are presented. Here the overall stress level in the case with residual stresses is increased. The peak for the residual stress case is 3896 N/mm² whereas in the case without residual stresses the peak is 3685 N/mm².

These stresses are evaluated with the equations shown above and the resulting bearing fatigue life is calculated, see Figure 7. The \( L_{10} \) fatigue life of the analysis with residual stresses is \( 1.97 \times 10^7 \) revolutions whereas the case without residual stresses reaches a \( L_{10} \) of \( 2.06 \times 10^7 \) revolutions. This means even a decrease in fatigue life of around 4.6 %, which is not significant. This indicates that there is no benefit from the residual stresses induced by manufacturing with the parameters chosen in [11] which were optimized for the classical subsurface fatigue mechanism and not for surface initiated fatigue triggered by indentations. The fatigue life from [11] is illustrated for comparison. The \( L_{10} \) here is \( 3.61 \times 10^8 \) revolutions.
The decrease is due to the complexity of the stress field that arises from superposition of the different stresses. Due to the particle indentation a residual stress state that varies vastly between high tensile and compressive hydrostatic stresses. The residual stresses induced during the manufacturing decrease the compressive stresses while the tensile stresses are enhanced.

**Conclusion and future works**

A two-step FE model was developed that accounts for plastic-elastic behavior and isotropic hardening of bearing steels. In the first step residual stresses emerging from particle indentation and the remaining indentation depth and diameter were calculated. In the second step these residual stresses were applied to the bearing model as initial conditions as well as the Hertzian contact pressure. The distribution of the pressure was altered using an analytical approach using the indentation diameter and depth of the indentation. Step two, then, was conducted with and without artificially induced residual stresses and the resulting stresses were evaluated with the fatigue life concept of IOANNIDES and HARRIS.

The study has shown that artificially induced residual stresses with the amount and depth as presented in [11] can decrease the fatigue life of roller element bearings in the case of particle indentations on the bearing raceway. However, residual stresses that are specifically customized for these stresses in the case of particle indentation by an appropriate choice of amplitude and depth of the stresses might have a positive effect. A combination of different sphere sizes during the deep rolling procedure could induce residual stresses in a wider range and closer to the surface.

**Fig. 6:** Stresses of the second step. Analysis with residual stresses (left) and without residual stresses (right). Comparison of von Mises stresses (top) and hydrostatic stresses (bottom).

In [21] HAMER et. al. found similar results as presented in this study in which they investigated different geometries of indentations such as grooves. In [22] KO and IOANNIDES found opposite results to those presented in this study. They used larger indentations and did not consider the hardening behavior of the material. In return they examined a bigger variety of parameters.

**Fig. 7:** Comparison of the evaluation of the fatigue life calculation.

Since the model focused on the most heavily loaded volume of the bearing and ignored the major part of the bearing volume it can only provide a tendency. To validate the results, experiments will be performed both on bearings with and without residual stresses that have indented surfaces and on reference bearings for comparison. Furthermore the FE model will be enhanced to allow for the
calculation of the entire loaded volume of the bearing. Different distributions of manufacturing induced residual stresses will be studied.
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Abstract. The measurement performance of the new material science instrument MPISI at the SAFARI-1 research reactor in South Africa has been comprehensively benchmarked for strain scanning applications. In addition to the traditional VAMAS Ring and Plug specimen, the benchmarking was extended to a project that required sub-millimeter spatial resolution. For the latter the MPISI performance has been compared with experimental investigations on the same sample set at the KOWARI instrument at ANSTO. Overall, good data quality and agreement have been observed between the two instruments.

Introduction

A new material science neutron diffractometer named MPISI (Materials Probe for Internal Strain Investigations; Zulu name for spotted hyena) has recently been established at the SAFARI-1 research reactor in South Africa. As part of the commissioning program the well characterized VAMAS Ring and Plug specimen [1] was investigated to confirm the general instrumental performance in terms of attainable strains and positional resolution.

Various projects have since been performed on MPISI with residual stress investigations in standard geometries using fully embedded and large gauge volumes. Resolving steep stress gradients close to surfaces however require higher precision setups and measurement strategies to achieve the desired positional accuracies. This entails positioning the apertures as close as possible to the sample, in conjunction with very accurate directional alignment to the instrument center of rotation (CoR) to ensure precise definition of the measurement gauge volume. In addition the sample reference point should be determined to within 10% of the minimum dimension of the gauge volume since poorer accuracy may lead to significant spurious strains in data points treated for partially submerged gauge volumes.

By performing comparative studies on the same samples the correspondence between the data quality, stress resolving ability and overall instrument performance can be determined.

Experiment design

To assess our high-spatial resolution measurement strategy, the depth dependences of the in-plane stresses were determined in thin laser-shock peened (LSP) aluminium plates. LSP is a new laser surface treatment technique that can introduce compressive residual stresses extending beyond 1 mm in depth into metallic components to enhance fatigue life and stress corrosion performance [2]. Investigations were done on the MPISI instrument using the smallest practically achievable gauge volume that was selected as a trade-off between the strain positional resolution and measurement times. The investigations were subsequently extended to the KOWARI neutron strain scanner [3] at ANSTO which is a well-established high performing instrument that, with its higher neutron flux, enabled achieving even smaller through-depth spatial resolution.
Sample description. Four AA6056-T4 aluminium plate samples treated to different laser-shock peen parameters have been investigated on both the MPISI and KOWARI neutron strain scanners. The plate sizes were 200 mm (along the rolling direction) x 50 mm x 3.2 mm where the top surface of each sample was laser-shock peened over an area of 25 x 25 mm². The LSP treatment was performed at the CSIR National Laser Centre (South Africa) using a Quanta Ray Pro-270 laser system from Spectra Physics. This was accomplished without a sacrificial ablative coating [4] using a laser power intensity of 3 GW/cm² in conjunction with a laser spot size of 1.5 mm that was applied in a raster pattern with spot overlap as indicated in the schematics of Table 1. Differences in the LSP treatment of the samples pertain to the laser spot coverage densities as summarised in Table 1. In all cases the laser track lines were along the plate widths.

Table 1: Parametric variation of spot density in samples

<table>
<thead>
<tr>
<th>Sample name</th>
<th>G</th>
<th>H</th>
<th>I</th>
<th>A (reference)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spot density</td>
<td>100 spots per cm²</td>
<td>500 spots per cm²</td>
<td>2000 spots per cm²</td>
<td>Untreated</td>
</tr>
</tbody>
</table>

Principal sample (and strain) directions are defined in terms of the plate geometry as longitudinal (L) parallel to the long dimension of the plate which coincides with the rolling direction, transverse (T) across the plate length, and normal (N), normal to the plate surface. The as-received parent material plate was used as stress reference that was investigated with the same setup and measurement protocol.

MPISI experimental procedure. MPISI is a constant wavelength diffraction instrument that delivers a 1.659 Å wavelength neutron beam onto the instrument CoR when diffracting from the (331) plane of a silicon multiwafer single crystal monochromator at a fixed take-off angle of 83.5°. This places the diffraction angle from the (311) planes of aluminium at approximately 85.5° as measured with the 2D neutron detector. A matchstick-shaped gauge volume was established with the primary beam aperture width set at 0.6 mm and 15 mm in height, with the secondary aperture width at 0.6 mm this rendered a nominal gauge volume of 5.4 mm³. Both apertures were positioned 20 mm from the CoR to minimize beam divergence and precisely aligned by means of through-thickness intensity scans from an aluminium pin located at the CoR. Fig. 2a-d shows the experimental setup and measuring directions of the samples. Alignment of the sample with respect to the neutron gauge volume was achieved by performing through-wall-thickness intensity scans from the back surfaces (opposite to the peened faces) of all samples and determining the surface position using the procedures described in [5]. Alignment accuracies are estimated to be better than ±10 μm.

Strain measurements have been performed through the sample thickness in the central part of the LSP treatment patch as line scans by applying different measurement point densities. Close to the peened surfaces measurements were done in 0.2 mm steps, as overlapped gauge volumes, over the first millimeter to capture the near-surface peening effect, followed by step sizes of 0.5 mm to cover the remainder of the sample thickness. A total of 11 points (per strain direction) were thus measured through thickness. In order to compensate for spurious strains resulting from partially submerged gauge volumes at the sample surfaces, each sample was rotated 180° in the horizontal plane and the depth-dependence of the strain component re-measured at corresponding positions to the first measurements. The d-values at each corresponding position were averaged for the 0° and 180°
orientations as described in [6]. Data acquisition times for all data points were 3600 s that rendered \( \Delta d/d \) better than \( 10^{-4} \).

**Fig. 1:** Schematic depictions of the orientations and through-thickness measurement regions (a). Photographs showing the sample setups on MPISI for the measurement of the three principal strain directions normal (b), longitudinal (c) and transverse (d). The longitudinal and transverse components were measured with the sample in transmission geometry whereas the normal component was measured in reflection geometry.

**KOWARI experimental procedure.** KOWARI is a constant wavelength diffraction instrument with a variable take-off angle. A take-off angle setting of 79° delivered 1.76 Å wavelength neutrons from the (400) reflection of a silicon monochromator that put the (311) reflection of aluminium at ~90°. A nominal gauge volume of 0.2 x 15 x 0.2 mm³ was established with the primary and secondary apertures positioned at 10 mm from the CoR to minimize the beam divergence.

The same instrument and sample setup procedures as used on MPISI were employed, though with faster measurement times. Through-thickness points were measured with regular 0.2 mm steps resulting in 16 overall points plus one additional point on the very surface. Data acquisition times of 1000 s for the T-component and 1500 s for the L-component were applied to compensate for texture related intensity variations in the plates, and 1200 s for the N-component. Acquisition times were increased by 50% for the first measurement position (closest to the peened surfaces) where data were taken with ½ submerged gauges. This gave diffraction peak intensities to provide \( \Delta d/d \) better than \( 10^{-4} \). At each depth, measurements were taken by stepwise translation of the sample parallel to the surface at each depth (equivalent to “oscillating the sample”) over a distance of 2 mm in 0.5 mm steps to improve the grain statistics. This protocol is depicted in the measurement grid shown in Fig. 2a-c. The 5 data points at each depth were averaged in the data analysis.

**Fig. 2:** Depiction of the measurement grid employed for the longitudinal (a) and transverse (b) component measurements on KOWARI. A cross sectional view of the in-plane and through-thickness measurement grid is given in (c).

**Results**

A reasonable assumption for thin plates is that the stress normal to the surface \( \sigma_\perp \) is zero, from which the in-plane stress \( (\sigma_\parallel) \) component can be determined by enforcing a bi-axial stress condition

\[
\sigma_\parallel = \frac{1}{\frac{1}{2}S_2(hkl)} \left( \frac{d_\parallel}{d_0} - \frac{d_\perp}{d_0} \right)
\]

where \( \frac{1}{2}S_2(hkl) \) is the corresponding diffraction elastic constant for the material and reflection, \( d_\parallel \) (\( d_L \) or \( d_T \)) and \( d_\perp \) (\( d_N \)) respectively the in-plane and normal components of the lattice plane spacing at
the corresponding depth positions. The values for the diffraction elastic constants of aluminium used are \( S_1(311) = -5.158 \ \text{TPa}^{-1} \) and \( \frac{\sqrt{2}}{2} S_2 (311) = 19.574 \ \text{TPa}^{-1} \) as determined from the single crystal elasticity constants using the Kröner approximation. Under the plane-stress approximation, the stress-free lattice plane spacing per point was calculated from

\[
d_0 = \left( \frac{\frac{\sqrt{2}}{2} S_2(hkl) + 2S_1(hkl)}{\frac{\sqrt{2}}{2} S_2(hkl)} \right) d_N - \frac{S_1(hkl)}{\frac{\sqrt{2}}{2} S_2(hkl)} (d_L + d_T)
\]

Stress results, with partial illumination corrections applied, are indicated in Fig. 3. In all curves the MPISI results are indicated as points only, in blue, whereas the data points for the KOWARI results are linked with lines (guides to the eye) in red. In the parent material significant differences are evident between the L and T stress components, especially at mid-plate thickness where distinctively large compressive stresses exist in the L-component (parallel to the rolling direction), that are balanced by slight tensile stresses at the surface regions. This is reminiscent of the deep (hot) rolling manufacture of the plate with consecutive cold rolling. The T-component does not reflect any large variation with thickness. A very good correlation is observed between the results determined with MPISI and KOWARI. These results on the reference sample were later used to obtain stresses purely associated with the peening action in the peened samples through point-by-point subtraction at each depth of the averaged L- and T-component stresses in the parent material from the stress values in the respective peened plates.

**Fig. 3**: Depth-resolved in-plane residual stresses determined for the four samples of this study. Sample A serves as reference that represents the parent material. Results are depicted as the in-plane stresses where the L-component refers to the stress along the plate rolling direction. Stresses depicted for the shock peened plates are the stresses purely due to the peening action. The peened surfaces are at 3.3 mm.
The calculated stress components L and T (not shown) in the peened plates have similar trends, but the magnitudes of the L-component are larger than the T-component, approximately 50% in sample G and 200% for samples H and I. This anisotropy is most likely related to the peening raster applied to cover the complete surface area that was done along lines over the plate widths and progressively translated along the plate length to accomplish the area coverage as shown in the schematic in Table 1. For the comparative characterization purposes, the stress fields are depicted by one profile, the in-plane stress. Hereafter, the individual longitudinal and transverse stress components were averaged and are reported in Fig. 3.

Sample I shows prominent reverse stress yielding at the peened surface and to a much lesser effect in sample H. Sample G shows a gradual stress gradient which becomes progressively more steep in samples H and I. In addition the results for sample I indicate the calculated peening stress distribution determined from the KOWARI data as input to an eigenstrain analysis [7]. Since the peen spot densities are progressively increased from sample G to H to I, it is expected that the residual stress results should reflect a similar interrelationship. This is though not seen. This may be ascribed to the complicated and distributed stresses that already exist in the parent material, or over-peening with the LSP treatments. Measurements were repeated at two different parent material samples using KOWARI, but no significant differences were observed.

Another parameter that has been considered in the benchmarking is the full-width-at-half-maximum of the Bragg peaks as a qualitative identifier of the plastic deformation regions. Results for the four samples are summarized in Fig. 4. In the parent material the peak widths are constant through thickness within the experimental errors. Sample G shows a slight increase in peak width as the peened surface is approached, whereas distinct peak broadening is observed in samples H and I. The peak broadening extends up to approximately 0.75 mm and 1.3 mm from the peened surface in samples H and I respectively. This indicates direct correlation between the peen spot density and the extent of the plastic yielding zone. Comparing the results between the two instruments reveals that the peak widths far from the peened regions are of similar resolution. In the peen-influenced region, the KOWARI results show better depth resolution between the different samples due to the smaller gauge volume employed.

**Fig. 4:** Depth dependence of the FWHM for the four samples of this study. Curves have been determined from the diffraction data taken: (a) MPISI and (b) KOWARI. The solid lines indicate polynomial fits through the data points that serve as guides to the eye to indicate the trends.

**Discussion**

Notwithstanding the larger gauge volume used with the MPISI investigations and subsequent averaging of data over larger depth dimensions compared to KOWARI, essential features in the stress and FWHM profiles were captured. Due to the higher flux of KOWARI, nuances such as the reverse yielding profile in the near-to-surface region and discrimination of the plastically deformed regions could be resolved to greater detail.
Using KOWARI results as a reference, analysis of the peak intensities versus stress values, uncertainties and spatial resolution obtained, either the data acquisition times on MPISI or the size of the gauge volume could be reduced by 50%. For these high-resolution investigations the latter would be more advantageous and could be reduced to a gauge volume of 0.4 x 15 x 0.4 mm³ instead of 0.6 x 15 x 0.6 mm³. In addition the depth resolution could be further improved by increasing the vertical dimension of the beam to 20 mm with a comparative reduction in the depth dimension. A similar “oscillation” measurement strategy should also be enforced to improve the grain statistics.

Summary
With the MPISI neutron strain scanner having been recently commissioned, the investigation formed part of a benchmarking study of MPISI against the KOWARI neutron strain scanner in the high-spatial resolution regime. High-resolution depth-resolved measurements have been taken in an untreated and three LSP treated AA6056-T4 aluminium plates. Two in-plane components (longitudinal and transverse) as well as normal strain components were measured with a similar protocol and both attempting the best spatial resolution to provide cross-validation of the experimental results.

The latter investigation served to verify the experimental results obtained, as well as to yield some practical recommendations for optimizing high resolution measurement and to facilitate experimental unraveling of the residual stresses close to the peened surfaces. Overall, very good correlation is observed between the MPISI and KOWARI investigations.
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Abstract. Default and deformations are some of issues for Additive manufacturing, as known as the 3D printing. When it processes multilayer thin films stacking, this process will introduce higher residual stress that causes deformation. This phenomenon makes the product faulty such as delamination, crack and blisters. The reason could be included ununiformed casting, temperature, cubical contraction etc. However, it is not easily to seem the difference form the films in the present. For ceramic materials, if deformation was existed at interface between layers, the crack would appear after the sintering was completed. For elastic material, the film will be bended, if the structure of product is unstable or the thickness is not thick enough to resist bending. In order to observe the deformation from material, residual stress and external bending must be considered. The purpose of the present study is to find the best approximation of formula for 3D printing and to predict the residual stress for the products. Later, the producing process could be adjusted until the most deformation is eliminated. The methods for present study are considered for two multilayer formulas. One is derived from Hsueh’s closed-form, the anther is Timoshenko Theory. The results are combined simulation and experimental for two material and their accuracy is examined. Except considering the effect of the thermal stress, the acceptability of assuming for analyses in the 3D printing system is discussed.

Introduction

Additive manufacturing (AM), an exclusive mechanical technology, has introduced in past few decade. It is different from conventional manufacturing process that limited for creating a small and complex product. There are fewer restrictions for use of machining, molding, costing. Its potential can benefit designer to improve their artwork easily. The model was designed form Computer Aided Design (CAD) as 3D digital data and completed by AM. It simplified many complex preprocess steps from conventional manufacturing such as preprocess and post process. Therefore, the material waste and production time can be reduced. Based on different of material was used for AM, the produce of process can be widely different. For metal additive manufacturing, the processes contain power bed process, blown powder and wire feed processes [1].

Ceramic material is hardly to fabricate a small and complex product when using conventional manufacturing process. AM is an alternative way to product a high quality product such as creating dentures. Also, it does not need to prepare molds for model as preprocess. Therefore, to improve those advantage such as strengths and efficiency, there are many kinds of 3D-Printing devices were introduced recently such as Stereololothography(SL) (Griffith et al., 1996; Hinczewski et al., 1998; Chartier et al., 2002); Michosterelothograph (In-Baek Park et al., 2009; Young-Myoung Ha et al., 2010); Selective Laser Sintering (SLS) (Subramanian et al., 1995; Liu et al., 2007); Fused Deposition of Ceramics (FDC) (Agarwala et al., 1996); Laminated Object Manufacturing (LOM) (Klosterman et al., 1998), Slurry-Based Three Dimensional Printing (S3DP) (Grau et al., 1997).
However, there are unexpected and irregular deformation appeared when fabricate the product layer by layer. The reason can be caused by incomplete adhesion between layers or uncompleted rigidified surface. Fig. 1 shows deformation in the alumina ceramic product. Bending due to shrinkage is also happened to both materials. Fig. 2 illustrated the bending stress generate in each layer due to shrinkage and illustrated layer additive process section where (a) casting slurry on the platform, (b) digital light processing (DLP) projector exposed onto object. The exposed area is consolidated and constrained form lower layer, (c) compressive stresses are then imposed on the individual layers to achieve displacement compatibility, (d) the asymmetric stresses system occurred bending product. Therefore, the process of AM can be described as a multilayer system. The multilayered systems are strongly influenced by residual stress. Most analyses are generally based on classical beam bending theory and strain continuity at interface between layers is required [2-3]. Hsueh presented an analysis for multilayer systems that the deformation was due to external bending [4].

Solvent-based slurry stereolithogtaphy (3S) [5] was the main AM for all experimental specimens in this paper. The purpose of the present study is to observe shrinkage of 3S product in multilayer systems. In order to detect inner stress and measure deformation, it would be necessary to observe eigenstrain. A semi-empirical procedure for observing eigenstrain from additive manufacturing was presented. Based on detected curvature form bending system, the eigenstrain can be simply defined. The predicted and measured result can be compared. The material was used photopolymer resin and alumina ceramic. Both materials were mixed photoinitiator that changes properties when exposed to the ultraviolet light. All products were made at room temperature. For alumina ceramic, sintering process was completed after printing process.

**Method**

The interfacial shearing stress can be predicts from Thimoshenko’s joined beams bimetal thermostat model [6]. Sherman et al. extend theory to multilayer system as the eigenstrain-thickness function [7]. understand the bending stress in multilayer material for 3D printing, the theoretical analysis was considered. The assumption of eigenstrain-thickness function for multilayer film addressed as follows:

1. The material for each layer is homogeneous, isotropic and linearly elastic.
2. The thickness of each layer is uniform.
3. Perfectly bonded interface exists between each layer.
4. The peeling stress assumed as zero.

For all n-th of linear elastic multilayer films, each denoted by subscript i, which has their own thermal eigenstrain, \( \varepsilon_i^{\text{thermal}} \), eigenstrain due to growth within the layers \( \varepsilon_i^{\text{bend}} \), and the axial eigenstrain \( \varepsilon_i^{\text{axial}} \). Thus the total eigenstrain, \( \varepsilon_i^{\text{total}} \), as shown as below:

\[
\varepsilon_i^{\text{total}} = \varepsilon_i^{\text{thermal}} + \varepsilon_i^{\text{bend}} + \varepsilon_i^{\text{axial}}
\]  

For each of thickness force and moment is defined as \( P_i, M_i \). The resultant force is zero due to the uniform strain component. Moreover, the sum of bending moment is equilibrium. Therefore the equilibrium equation described as below:

\[
\sum_{n=1}^{n} P_i = 0
\]  

\[
\sum_{n=1}^{n} M_i - \sum_{i=1}^{n-1} P_i \left[ l_i-l_{i+1} \right] + \sum_{k=1}^{n-1} t_k = 0
\]
where $t$ is layer thickness. The moment for each layer is related to the curvature and contained bending rigidity as shown as below:

$$
\sum_{i=1}^{n} M_i = \sum_{i=1}^{n-1} M_i + M_n = \frac{1}{\rho(1-\nu^2)} \left( \sum_{i=1}^{n-1} E_i I_i + E_n I_n \right)
$$

(4)

where $\rho$, $\nu$, $E$, $I$ is radius of curvature, Poisson’s ratio, Young’s modulus and Moments of inertia respectively.

The unit elongation between two layers which along the $n-1$ interfaces

$$
\varepsilon_{t_i}^{\text{total}} + \frac{P_{i+1}}{E_{i+1} t_{i+1}} + \frac{t_{i+1}}{2\rho} = \varepsilon_{i}^{\text{total}} + \frac{P_i}{E_i t_i} + \frac{t_i}{2\rho}
$$

(5)

combined Eq.3, 4, 5, then the curvature can be defined as

$$
\frac{1}{\rho} = \frac{\Delta \varepsilon_{t_i}^{\text{total}}}{P_{i+1} - P_i + t_i + t_{i+1}}
$$

(6)

The discrete values of residual stress before unconstrained is calculated from

$$
\sigma = \frac{P_i + t_i E}{t_i} \frac{1}{2\rho}
$$

(7)

**Experimental measurement**

There are two measurements to measure Young’s modulus for materials. For specimen of photopolymer resin, Young’s modulus can be measured by using tensile test. The other material couldn’t be detected correctly form tensile test. For specimen of alumina ceramic, the ultrasound signal generator is an alternative method to measure Young’s modulus, as shown in Fig. 4. The velocity of a transverse wave ($C_T$) and longitudinal wave ($C_L$) can be obtained by using ultrasound signal generator. The equation of transverse wave and longitudinal wave can be founded below [8].

$$
C_T = \sqrt{\frac{E}{2D(1+\nu)}} , \quad C_L = \sqrt{\frac{\lambda + 2G}{D}}
$$

(8)

where $D$ is density of the specimen. $G$ and $\lambda$ is shear modulus, wavelength respectively. Therefore Young’s modulus can be calculated from this equation shown as:

$$
G = \frac{E}{2(1+\nu)}
$$

(9)

According to bending system, the total curvature needs to obtain by experimental data. The 3D measurement system is a way to measure the total curvature of specimens for both materials.

**Result**

Table 1 lists 6 different total thickness of photopolymer resin. The specimen of photopolymer resin is designed as 30 mm (wide) x 50 mm (length). The thickness is 50 $\mu$m for each layer. After completed printing process, specimens exposed in the UV light again. This post-process is to make sure the boundary and surface are fully solidified binder and the specimens were not dissolved in methanol at
room temperature. After irradiating process, the shrinkage of specimens is around in 90% to 95%. The Young’s modulus is 294 MPa, which was obtained by using tensile test. The measurements of curvature, which presented in black color in Fig 5., shows declined when total thickness of specimens was increased. Using curvature data, the eigenstrain can be obtained individually form eigenstrain-thickness function. The result shows in Fig. 6. The average eigenstrain calculated form each results can be used for predicted curvature of specimen. By linking resolution of each eigenstrain, the increasing trend can be created as a function that used for prediction in different thickness of specimens.

The specimen of alumina ceramic (Al₂O₃) is designed as 30 mm (wide) x 30 mm (length). The total thickness of Al₂O₃ is 4 mm and 8 mm respectively. The number of film layers is 200 layers and 400 layers. Each layer of the thickness was set up to 20 μm for 3S. The measurement of alumina ceramic can be separated in two parts from sintering. For sintering process, furnace temperature was raised to 1600 °C at a rate of 5 °C/min and was retained for 2 hours. Before sintering the product, the Young’s modulus was around form 13.2 GPa to14.5 GPa, which are depended on the thickness of specimen. The average of Young’s modulus is 238.27 GPa after sintering process. The total shrinkage of Al₂O₃ is 79% after post-process. The curvature for each specimen is 292.3 mm and 253.85 mm. The changed of curvature is not larger than that in photopolymer resin. By calculated from eigenstrain-thickness function, the average of eigenstrain can be obtained which is 3.91x10⁻⁴ and 4.51x10⁻⁴ respectively. The prediction of curvature using average eigenstrain is closed to the measurement. However, the result of eigenstrain was contained extrinsic and intrinsic phenomena that are shrinkage and phase transformation. This is not easily to detect those eigenstrain individually. Still, the eigenstrain can be simply described the bending system in two effects.

Summary
It is hardly to obtain eigenstrain and curvature at the same time. Therefore, in this paper, a semi-empirical procedure for 3D printing was introduced. This method relies on an experimental procedure to determine the eigenstrain. The eigenstrain-thickness is available to understand the bending system for 3D printing product. This result can be useful for predict curvature and know the thickness would be affected to the product bending. In this study, different of material has different Young’s modulus that need to establish a reasonable experimental process. Shrinkage can be roughly described one of the reason that caused the product bending. More detail reasons can be found from preprocessing which is included the mixture of material, the slurry mixing, partial size of the material and the power of UV light. For the material of alumina ceramic, sintering process is an important process to discuss. Phase transformation is one of resolution that caused bending system. In present study, the eigenstrain of Al₂O₃ is described for total eigenstrain that thermal stress was included in the product. As the reason discussed above, more detail should be investigated in the future.
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Fig. 1 (a) The inner force caused the quality of product unstable and cracked form internal; (b) The inferior attachment between each layer of product appeared along the boundary of alumina ceramic after sintering.
Fig. 2 After finish the printing, bending stress develop to balance bending moment. (a) Initial stress free condition (costing slurry); (b) constrained strain (mask exposing); (c) constrained in-plane strain; (d) banding induced by asymmetric stresses (complete rigid part).

Fig. 3 The illustration for ultrasound signal generator.

Table 1. The initial experimental data of photopolymer resin.

<table>
<thead>
<tr>
<th>No. of layers</th>
<th>Total thickness (mm)</th>
<th>Film thickness (μm)</th>
<th>Young’s modulus (MPa)</th>
<th>Curvature (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>3.65</td>
<td>45.00</td>
<td>294.4</td>
<td>596.25</td>
</tr>
<tr>
<td>100</td>
<td>4.67</td>
<td>46.70</td>
<td>294.4</td>
<td>474.30</td>
</tr>
<tr>
<td>120</td>
<td>5.7</td>
<td>47.50</td>
<td>294.4</td>
<td>550.97</td>
</tr>
<tr>
<td>140</td>
<td>6.56</td>
<td>46.85</td>
<td>294.4</td>
<td>459.40</td>
</tr>
<tr>
<td>160</td>
<td>7.6</td>
<td>47.50</td>
<td>294.4</td>
<td>627.91</td>
</tr>
<tr>
<td>180</td>
<td>8.44</td>
<td>46.88</td>
<td>294.4</td>
<td>435.10</td>
</tr>
</tbody>
</table>

Fig. 5 Comparison of measured and predicted radius of curvature in 6 different thickness.
Fig. 6 Comparison of measured and predicted eigenstrain in 6 different thickness.
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Abstract. Dengeling is a new method for mechanical surface treatment of metallic parts to enhance fatigue properties. The treatment produces consecutive lines of indents by a spherical indenter, resulting in compressive residual stresses in a surface layer. This paper investigated residual stresses, surface roughness and near surface deformation, in specimens of AA 7050 T7451 after different dengeling treatments. The effect of indent overlap (0%, 25% and 50%) and indenter size (Ø3 and Ø8 mm) were studied. X-Ray diffraction measurements revealed that plastic deformation and compressive residual stresses were generated in a surface layer of about 1 mm by treatments using the Ø3 mm indenter and about 1.2 mm by treatment using the Ø8 mm indenter. Anisotropic residual stress fields were observed with higher compressive residual stresses (-360 MPa for 50% indent overlap, independent of indenter size) perpendicular to indent lines and lower (max -270 MPa for all the treatments) parallel to indent lines. Increasing the overlap between indents gave higher subsurface compressive residual stresses only in the transverse direction of indent lines. It also reduced the surface roughness. Best surface finish (Ra below 1 μm) was obtained when using the Ø8 mm indenter and 50% indent overlap.

Introduction

Dengeling is a new method for mechanical surface treatment of metallic parts to enhance fatigue properties. The treatment is carried out on a numerically controlled machine using a special indenter which moves and strikes the surface of the metal part in a given pattern and at a high frequency, up to 600 Hz. The transfer of kinetic energy from the indenter upon impact causes in-plane plastic deformation, producing consecutive lines of indents in the treated surface. Similar to the widely used shot peening process in which the surface is bombarded by hard shots, the dengeling treatment induces compressive residual stresses in a surface layer. As a considerable number of publications on shot peening have demonstrated [1-3], compressive stresses in near surface regions can greatly improve the fatigue resistance of a part. Dengeling has certain benefits over shot peening. The process is NC controlled, thus the operator can control exactly the location and magnitude of the generated residual stresses. Furthermore, the dengeling treatment is performed on the same machine that is used for machining the part; it can therefore be integrated into the machining process of metallic parts. That machining and surface mechanical treatment are carried out on the same machine means a great reduction of production cycle time and cost.
Process parameters, including the diameter of indenter, center-to-center distances between neighboring dimples, and stroke distance of the indenter, can be controlled in a dengeling treatment to vary the induced surface modification such as surface roughness, depth distributions of residual stresses, and near surface hardness. Such surface changes are considered to be important for the fatigue performance of the treated part, as researches with respect to shot peening have shown [4,5]. However, little knowledge exists, which relates the treatment results to the dengeling process parameters used. The purpose of the current work is to characterize depth distribution of residual stress, surface roughness, and subsurface deformation in dengeling treated specimens of aluminum alloy 7050 in T7451 condition with regard to the effect of overlap between dimples and indenter size.

**Experimental details**

**Materials and Dengeling treatment.** A 6 cm thick plate of aluminum alloy, AA 7050 in T7451 condition, was used. Before the dengeling treatment, the plate surfaces were levelled by milling, which induced a surface residual stress of $33 \pm 21.7$ MPa in the cutting direction and $-135.9 \pm 9.7$ MPa in the transverse direction. The XRD measurements for residual stresses also revealed plastic deformation in a surface layer of about 50 μm.

The dengeling treatments were performed by producing consecutive lines of indents on the milled surfaces. The process parameters were selected to show the influence of coverage rate and indenter size while the indenting frequency, 200 Hz, and stroke distance, 0.5 mm, remained unchanged. Two indenter sizes, one 3 mm and the other 8 mm in diameter, were used. As can be seen in Table 1, the diameter of dimples produced by the smaller indenter was 0.75 mm and for the larger indenter 0.72 mm. The center-to-center distance between dimples in the moving direction of the indenter was used to calculate overlapping rate between dimples. They were 0%, 25% and 50% as given in the last column of Table 1. The line feed defining the distance between neighboring lines of dimples was approximately equal to the selected dimple distance.

**Table 1 Dengeling process parameters**

<table>
<thead>
<tr>
<th>Specimen</th>
<th>Feed rate (mm/min)</th>
<th>Indenter diameter (mm)</th>
<th>Dimple diameter (mm)</th>
<th>Line feed (mm/line)</th>
<th>Dimple distance (mm)</th>
<th>Dimple overlap (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>9000</td>
<td>3</td>
<td>0.75</td>
<td>0.760</td>
<td>0.7500</td>
<td>0</td>
</tr>
<tr>
<td>S2</td>
<td>6750</td>
<td>3</td>
<td>0.75</td>
<td>0.559</td>
<td>0.5625</td>
<td>25</td>
</tr>
<tr>
<td>S3</td>
<td>4500</td>
<td>3</td>
<td>0.75</td>
<td>0.380</td>
<td>0.3750</td>
<td>50</td>
</tr>
<tr>
<td>S4</td>
<td>4320</td>
<td>8</td>
<td>0.72</td>
<td>0.369</td>
<td>0.3600</td>
<td>50</td>
</tr>
</tbody>
</table>

**Characterization experiments.** Residual stress measurements were performed using the standard sin$^2\psi$ method [6] with 9 $\psi$-angles spreading between ±55°. Diffraction peaks from the {311} lattice planes of Al were measured using the Cr-Kα radiation and the X-Ray elastic constant for residual stress calculation was $\frac{1}{2}S_2 = 19.54$ MPa$^{-1}$. Residual stresses parallel to the indent lines (LD) and the line feed direction (LFD) were determined. As they showed a significant difference, residual stresses in the 45° direction with respect to LD were also investigated. Layer removal by electrolytic polishing was employed to facilitate measurements of in-depth residual stresses and thus the desired depth profiles could be obtained. No correction was made for possible stress relaxation due to the electrolytic polishing.

A cross-section cut in 75° to LD was prepared for each specimen for examination in Optical Microscope (OM) and Scanning Electron Microscope (SEM) to investigate changes in surface topography and microstructure after the dengeling treatments.

**Results and discussions**

**Surface roughness and deformation.** Vertical lines of indents with a difference in overlap between the indents within the lines and between the lines are clearly identified in the optical micrographs in Fig. 1. At 0% dimple overlap, the S1 surface was not fully covered by dimples; a
calculation using the geometry values in Table 1 gave a theoretical area coverage of 78.5%. An almost full area coverage was observed for S2 which was treated with 25% dimple overlap. When the \( \phi 8 \) mm indenter was used (S4), the produced indents seem to be much shallower; a comparison to the milled surface confirmed that marks from the milling operation were still visible on the surface.

Results from the profilometer measurements were listed in Table 2. A small difference between the measurements along LD (Ra,LD) and LFD (Ra,LFD) was related to the different arrangements of indents in the two directions. With a decreased dimple distance from 0% to 50% overlap, Ra,LD was reduced almost by half, from 8.6 \( \mu \)m to 4.45 \( \mu \)m, while Ra,LFD was decreased from 6.5 \( \mu \)m to 4.8 \( \mu \)m. The use of the large indenter (S4) with an overlap of 50% resulted in very fine surface roughness with a Ra below 1 \( \mu \)m. Micrographs of the 75° cross-sections were compared in Fig. 2, which showed the evolution of the surface towards a more homogenous profile when the dimple overlap was increased. Roughness parameters, Ra and Rz, estimated from 4 micrographs (a total width of about 8 mm) over the cross-section of each specimen were also shown in Table 2. Except for S1 which had too few indents for the OM measurements, the obtained Ra values were similar to those from the profilometer measurements.

<table>
<thead>
<tr>
<th></th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ra,LD (( \mu )m)</td>
<td>8.60</td>
<td>6.28</td>
<td>4.45</td>
<td>0.92</td>
</tr>
<tr>
<td>Ra,LFD (( \mu )m)</td>
<td>6.50</td>
<td>6.35</td>
<td>4.80</td>
<td>0.73</td>
</tr>
<tr>
<td>Ra (( \mu )m)</td>
<td>5.71±1.29</td>
<td>7.12±0.40</td>
<td>4.94±0.38</td>
<td>0.84±0.28</td>
</tr>
<tr>
<td>Rz (( \mu )m)</td>
<td>26.82±6.24</td>
<td>30.58±2.47</td>
<td>22.92±3.03</td>
<td>5.87±2.01</td>
</tr>
</tbody>
</table>

Plastic deformation in the treated surface layer was studied by electron channeling contrast imaging in SEM and some images were shown in Fig. 3 as examples. A direct comparison between the specimens was not trivial; the small grains in the material requires examinations under high
magnification while the surface profile varies in sub-millimeter scale and the deformation extends to a millimeter depth. Nevertheless, it was revealed that plastic deformation occurred not only close to the surface under dimples but also in the regions between dimples. It was also shown that the 08 mm indenter produced a more gentle effect on the surface; the near surface plastic deformation appeared to be lower (S4 in Fig. 3) than that in the treatment using the 03 mm indenter (S3 in Fig. 3), evident by the stronger strain contrast in S3.

Figure 3 Backscatter electron images of same magnification showing stronger strain contrasts in S3 than in S4, indicating that the small indenter induced larger plastic deformation in the near surface region.

**Residual stresses.** The employed dengeling treatments were found to have induced compressive residual stresses in a significant depth, about 1 mm when using the 03 mm indenter and 1.2 mm for the 08 mm indenter. Typical depth-profiles of residual stresses can be seen in Fig. 4. For this particular specimen treated using the 03 mm indenter and 50% dimple overlap, the surface residual stresses were measured to be -198.6±5.8 and -301.8±14.3 for the LD and LFD directions, respectively. The residual stresses in the 45° direction were in between the LD and LFD stresses. About 100 to 400 μm below the surface, all the three stress components showed a maximum stress level with the highest compressive stress values, -273 MPa in the LD and -356 MPa in the LFD direction. At the 1 mm depth, the residual stress profiles changed to low tensile values. The thicknesses of the surface compression layers from the dengeling treatments studied here appear to be large, about two to four times of that commonly found for shot peened high strength aluminum alloys, see for example [3-5]. The large penetration depth of the dengeling treatment could partly be explained by a more efficient transfer of kinetic energy from the indenter to the part surface, in comparison with shot peening in which free bouncing of the shots are allowed. Another feature distinct from shot peening is a significant difference between the in-plane stress components; higher compressive residual stresses appeared in the LFD than in the LD direction. The largest difference, about 100 MPa, was in the surface, which sustained up to the 400 μm depth. The same trend existed for the other specimens, see Fig. 5 and Fig. 6, the difference between the LD and LFD stresses was however smaller for the S1 and S2 specimens with a lower overlapping rate of dimples. This stress anisotropy can be related to an anisotropic in-plane plastic deformation as the dengeling treatment was carried out by producing lines of indents.

Broadening of the diffraction peaks is related to the amount of plastic strain in the measured volume. As the peak width profile (PW) in Fig. 4 indicated, the plastic deformation penetrated to almost the same depth as the compressive stresses. It should be noted that the subsurface residual stress plateau corresponds to a small plastic deformation gradient in the region and the compressive residual stresses dropped as the plastic deformation decreased more rapidly at the larger depth.
The influence of overlap between dimples was illustrated in Fig. 5 where residual stress profiles were compared for specimens treated using different dimple distances while the indenter diameter (Ø3 mm) and stroke distance (0.5 mm) were the same. As Fig. 5(a) showed, the residual stresses parallel to the LD direction was essentially the same independent of dimple overlap. In the LFD direction, however, an increase of dimple overlap from 0% (S1) to 25% (S2) resulted in higher
surface and subsurface compressive residual stresses although a further increase from 25% to 50% (S3) overlap produced a smaller effect. As a result of increased LFD stress, the stress anisotropy increased with increased dimple overlap as aforementioned. The surface and subsurface plastic deformations were also increased slightly for a higher overlapping rate, which might be the cause of higher compressive residual stresses in the LFD direction. However, the dimple overlap had little effect on the depth of plastic deformation and compressive residual stresses; it was approximately 1 mm for all the three specimens shown in Fig. 5.

In terms of the influence of indenter size, Fig. 6 revealed that a larger depth of compressive residual stresses was induced by treatment using the Ø8 mm indenter (S4) while the surface and subsurface compressive residual stresses did not seem to vary much with the indenter size. The effect on the plastic deformation was obvious: the Ø8 mm indenter gave a larger deformation depth but somewhat less surface and subsurface deformation which agrees with the lower subsurface deformation observed in SEM (Fig. 3).

Summary

Dengeling treatments with different dimple overlap and indenter size were performed on an aluminium alloy, AA 7050 T7451. The treatments were observed to induce compressive residual stresses to a significant depth, 1 mm or larger, which is two to four time of that for conventional shot peening of high strength aluminum alloys. This large thickness of compression could give a great increase in fatigue resistance. Other main results with respect to the employed process parameters are given below.

The affected depth was increased with the indenter size increasing from Ø3 to Ø8 mm but was almost independent of the overlap between dimples which varied from 0% to 50%.

The induced residual stress fields were anisotropic, characterized by a larger compressive residual stress transverse to indent lines (maximum -360 MPa) and a lower compressive stresses parallel to indent lines (max -270 MPa). This could result in a variation of fatigue properties with sample direction. The stress anisotropy was hardly affected by the indenter size but increased with increased dimple overlap.

Reducing the distance between dimples improved the surface roughness. The best surface finish, Ra < 1 μm, was found with the treatment using the Ø8 mm indenter with 50% dimple overlap.
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Abstract. The deep rolling process is widely used as a finishing step, improving the surface properties through cold working and creation of residual strains. In the present investigations, in situ X-ray diffraction experiments were performed with a self-built deep rolling device at the European Synchrotron Radiation Facility (ESRF) in Grenoble, France. The measurements were performed with a cylindrical roller-tool on steel samples at beamline ID11 with a monochromatic beam of 50 × 50 µm in transmission. Several properties could be investigated based on the diffraction data. In particular, 2D-strain maps were determined in the range of several millimeters around the deep rolling tool. Based on the data collected during loading and after unloading, knowledge about the transient state leading to the resulting remaining property modifications like residual strains and plastic deformation were generated.

Introduction

The new Collaborative Research Centre “Process Signature” of the University of Aachen and Bremen concentrates on the study of process-independent surface modification mechanisms in order to achieve predictive manufacturing processes. After the process, a given volume near the surface shows property modifications including microstructural changes, increased hardness and generation of compressive residual strains. The internal strain field created during the process can be predicted by FEM simulations as well as contact mechanics theory depending on the applied load and contact geometry. However, an experimental verification of the real strain fields during the process does not exist up to now. The characterization of material modifications in mechanical processes is often constrained to ex situ analysis of the end state and a theoretical evaluation of the external factors that lead to the observed modifications. This approach often shows deviations in simulations and theoretical concepts applied to the process, because of unknown parameters. From external factors, however, a specific internal material load is found in the surface near region and in the region below, which directly influences the materials response to the applied mechanical load. Measurements of the internal material load and of the material modifications during the process show several problems depending on the utilized method. Optical methods with digital speckle photography allow measurements of surface strain fields but no direct analysis of the volume state as can be seen in the works of Johnson [1]. Another method is the integration of sensors inside the material, as done by Tausendfreund et al. [2]. The bonding between the resistive thin film and the material as well as the whole integration however introduce errors in the propagation of the strain field, shown by Dumstorff and Lang [3]. One further method for in situ process analysis is based on the use of high energy synchrotron radiation, which can penetrate steel samples up to a depth of several millimeters or even centimeters and give diffraction patterns from the illuminated crystalline structure along the beam path with sufficient intensity, like already used by Uhlmann et al. [4] for the analysis of an
orthogonal cutting process. The method makes the measurement of a strain state during mechanical loading possible and gives additional information about texture, grain size, phase and specific elastic strain depending on the analysis as shown by Liss et al. [5]. In the present study monochromatic synchrotron radiation at the European Synchrotron Radiation Facility (ESRF) has been used to analyze the strain field and further material modifications of samples in transmission geometry during and after static loading with a deep rolling tool cylinder, to determine internal material load contribution and resulting residual strain state in situ respectively.

**Experimental methods**

**Materials.** The experiments were performed on quenched and tempered state of the 42CrMo4 (AISI 4140H) material. The chemical composition is given in Table 1.

Table 1 Chemical composition in wt.% of steel AISI 4140H (EN 42CrMo4) in the samples

<table>
<thead>
<tr>
<th>Steel</th>
<th>AISI</th>
<th>Heat treatment</th>
<th>C</th>
<th>Cr</th>
<th>Mo</th>
<th>Mn</th>
<th>Si</th>
<th>S</th>
<th>Hardness [HRC]</th>
</tr>
</thead>
<tbody>
<tr>
<td>42CrMo4</td>
<td>4140H</td>
<td>850°C/2h</td>
<td>0.43</td>
<td>1.09</td>
<td>0.25</td>
<td>0.74</td>
<td>0.26</td>
<td>&lt;0.001</td>
<td>47 ± 2</td>
</tr>
<tr>
<td>(Q+T)</td>
<td></td>
<td>Quenched to 60°C (Oil)/</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tempered at 400°C/4h</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Experimental deep rolling device.** For the experiments performed at the ESRF on beamline ID11EH1 a frame was constructed from aluminium profiles, which made the installation of an industrial deep rolling system with the full pressure range of up to 400 bar, provided through an external hydraulic fluid system, possible. Application of pressure was done in a top-down way and the sample positioning and movement was provided through a linear stage. Since the tool head is fixed in respect to the sample stage and the material state is homogenous isotropic, gauge volumes at different positions in respect to the contact point can be scanned during processing. The basic setup, a close up view of the sample with the deep rolling tool and the schematic layout are shown in Fig. 1.

**Experimental and measurement parameters.** The experiment was carried out at beamline ID11 on experimental hutch 1 at the ESRF with high energy monochromatic radiation. The parameters for the measurement with the detector and the slit system settings are shown in Table 2.

Table 2 Experimental parameters for the measurements at ID11 EH1

<table>
<thead>
<tr>
<th>Photon Energy</th>
<th>Beam size [µm]</th>
<th>Detector</th>
<th>Measurement time [s/ meas.]</th>
<th>2Theta range</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 [keV]</td>
<td>50 x50</td>
<td>FReLoN 2D CCD</td>
<td>0.2s (+1.0s for axis movement)</td>
<td>Complete diffraction rings 0 - 10°</td>
</tr>
<tr>
<td>0.0123984 [nm]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
allow steel samples of sufficient width to be measured in transmission so that mechanical stability during the processing in the setup is ensured, while small beam dimensions are best suited for the spatial resolution of the strain field, which has a high gradients below the contact point in this geometry. Sample geometry was approximately cuboid with a 20 mm by 70 mm height and length, where the initial thickness of 3 mm from the wire-cut electrical discharge machining was further reduced by 100 µm in the experimentally scanned area by electrolytic surface removal, giving a final sample thickness of 2.8 mm width.

The deep rolling tool for the static loading had a cylindric geometry with diameter of 13 mm and a length of 15 mm, housed inside a brass tool head, and was machined from tungsten carbide (WC) material. It was applied at a pressure of 300 bar, corresponding to a force of 3100±100 Newton along the width of the sample.

**Methodical approach.** With these parameters measurements of the 2D internal material load field around the deep rolling contact point were possible. Scans of the strains during static loading and the residual strain state after unloading were performed. As an example, the standard field in a static test consisted of a matrix of points with up to 50µm spatial resolution in the region near the contact point, with maximum grouping of points at the center along the y- and z-axis, which is shown in Fig. 2.

A full scanning field consists of 946 points in these measurements, where a range of 7.8 mm was scanned in horizontal direction and a zone of 4.15 mm depth from the surface of the sample was analyzed in vertical direction.

The movement of the setup frame on the diffractometer table for the different positions increases the total time for each point with 0.2 s measuring time + 1.0 s moving time to a mean value of 1.2 s/point, giving an effective measurement frequency of 0.78 Hz.

![Fig. 2 Full-Field point distribution in scan range below contact point](image)

**Data analysis.** Information from the gauge volume of 50 µm x 50 µm x 3 mm = 0.0075 mm³ at each measurement point contains the information about the strain state, phase content and other parameters of the microstructural condition of the diffracting crystallites. Because of geometric and material parameters, uniform loading and deformation of the material by the rolling tool is achieved in the region of the beam path, which is along the x-direction.

\[
\varepsilon_{yy,zz}^{hkl} = \left(\sigma_{yy,zz}^{hkl} - \sigma_{0}^{hkl}\right)/\sigma_{0}^{hkl}.
\]  (1)
Strain evaluation along orthogonal directions relies on caking, meaning azimuthal integration of a part of the diffraction ring that corresponds to the strain directions, as is shown in Fig. 3. Using Eq. 1 the strain in the direction corresponding to the azimuthal section can be determined by using a $d_0$-value of the unstrained material state, which was determined from a scan of the region before contact and compared with values from the edge points during and after loading. The strain evaluation is obtained from the $\alpha\{211\}$ reflex of the tempered martensite structure, as seen in the azimuthal integration in Fig. 4. This reflex is used because of its position around diffraction angle 6.05 deg with an intensity compared to the $\alpha\{110\}$ of $I_{\{211\}}/I_{\{110\}} = 0.25$, achieving a mean error of $\Delta\varepsilon = 35 \mu$ strains and $\Delta FWHM = 0.0007\ deg$. Further analysis based on determination of lattice spacing from all available reflexes were not done yet but are planned in the next steps.

Results

2D strain maps. In order to observe the local variations of the strain state under the contact point, the obtained strain maps are only plotted for a region of $-1\ mm < y < +1\ mm$ and $z < -1\ mm$. It can be seen in Fig. 7a and 7b that high load strains are measurable in a region around the contact point. Main strain field components lie in the direction of the applied force. The reconstruction of the strain maps is done point by point using Eq. 1 and yield during loading the following strain 2D fields on the Q+T material. Loading strains of the $\varepsilon_{zz}$ component show a maximum of internal material load of -7500 $\mu$ strains at contact point, decreasing in depth. The strain field expands laterally in the material at lower strain state, which can be observed along contour lines. In the $\varepsilon_{yy}$ direction compressive strains of up to -2500 $\mu$ strains are localized in the surface region to the side of the tool and tensile strains of up to 1500 $\mu$ strains are found in depth of -0.5 mm directly under the contact point. The fields show symmetric properties, were minor deviations from symmetry can be explained through experimental errors and slight variations in the local microstructure at the different measurement positions.

The resulting residual strains after unloading as seen in Fig. 8 are concentrated in the same region, while compressive residual strains up to -580 $\mu$ strains were measured in the $\varepsilon_{yy}$ direction to both sides of the contact point and tensile strains of up to 600 $\mu$ strains under the contact point in the $\varepsilon_{zz}$ component. Material modifications are not only found in depth direction under the roller but also sideways displaced material by plastic flow exhibits a compressive residual strain state.

Determination of the residual stress state in this case is impeded by the possibility of a triaxial stress state with non-zero components along the sample thickness. A modified plain stress state approach will be tested, while further ex situ measurements of the processed samples and simulations are currently ongoing and will give better understanding of the stress state.
Fig. 7a 2D strain map of $\varepsilon_{yy}$ during loading (300 bar)  Fig. 7b 2D strain map of $\varepsilon_{zz}$ during loading

Fig. 8a 2D strain map of $\varepsilon_{yy}$ after unloading  Fig. 8b 2D strain map of $\varepsilon_{zz}$ after unloading

**FWHM analysis.** The integrated $\{211\}$ peaks in 90° ($\varepsilon_{zz}$) direction were fitted with a pseudo-voigt function (PV) at every point of the 2D map and the variation of Full-Width at Half-Maximum (FWHM) of the peaks is displayed in the same way as the strains.

As can be seen in Fig. 9 a strong difference in FWHM values during loading and after unloading is present. If the FWHM increase would only have been resulting from plastic deformation, no change should have take place after unloading. Therefore, the strong increase of FWHM below the contact point during loading can be attributed to inhomogeneous elastic strains, either of 1$^{st}$ kind (strain inhomogeneity in the illuminated zone, e. g. over thickness or within the 50 µm beam size) or/and of 2$^{nd}$ kind (intergranular strains between crystallites during load, as seen by Morooka et al.)
Further evaluations are needed and currently ongoing for deeper analysis and interpretation of these results. On the other hand, no significant increase of FWHM is observed after unloading. In this case, a similar behavior as reported by Zinn et al. is expected, where no pronounced peak width variation could be observed for quenched and tempered steel with an initial hardness close to 500 HV (49 HRC) [7]. Due to the mechanical energy input, already present dislocations can decrease due to annihilation effects, while new dislocations are created, which results in an almost constant FWHM for this material state.

Conclusion

It was shown that using monochromatic high energy synchrotron radiation, spatially-resolved measurements of internal material load during the deep rolling process can be performed with high spatial resolution. First results showing the 2D strain fields from spatially-resolved gauge volumes distributed around the point of contact inside the material were presented. The symmetric field with characteristics predicted by theory and simulation was found during the contact of the cylindrical deep rolling tool under static condition. The available data gives the prospect of detailed comparison of the internal material load state with the resulting residual strains as well as further material modifications. In further analyses of the data, deeper investigation of the FWHM distribution and resulting dislocation density will be performed. As well, stress calculations will be done by using different assumptions, based on FEM simulation and ex-situ investigations of the residual stress state of the processed samples. These are currently ongoing for deeper evaluation and interpretation of the experiments and will be extended to varying tool pressure and to dynamic processes with tool movement.
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Abstract. Armour steels and their response to ballistic and blast threats have been dutifully studied in light of increased conflict and advances in protection levels. The strength of these quenched and tempered martensitic steels is a result of micro alloying, Ni Cr, and Mn, a combination of hot and cold rolling of the steel and proprietary heat treatments. The resultant hardness and toughness are pronounced and are reflected in the ballistic performance of the steel, although the role of the residual stress (RS) has not been unambiguously confirmed. To elucidate the effects of the RS on ballistic properties a two-step study was performed. Firstly, stress measurements were carried out on ARMOX 500T on the RS diffractometer KOWARI at ANSTO on a 8.3 mm thick plate. Stress components in rolling and transverse directions were calculated. Using the experimentally measured stress profiles as an input, numerical analysis was carried out on the ballistic response of the plate to the 7.62 mm APM2 round. Since numerical modelling inherently require the evaluation of material properties at elevated strain rates, to gauge the impact driven stress-strain response, the material’s responses were derived using experiments utilising quasi-static testing and instrumented high strain rate experiments using the Split Hopkinson Pressure Bar (SHPB) at Swinburne University, Australia. These experimentally determined high strain rate data were incorporated into the Johnson-Cook (J-C) computational models for the flow stress along with literature sourced parameters for the failure model of the plate. Analysis of the two starting conditions, with and without residual stress, allows the authors to draw some conclusion about the role of the residual stress on the ballistic performance of ARMOX 500T armour steel.

Introduction

The evaluation of ballistic impact performance is often done through experimental testing. Analogously FEA (Finite Element Analysis) can be used as a predictive tool for the optimisation and validation of armour designs and to investigate the likely failure mechanism. RS are known to play a significant role in many material failure processes (e.g. fatigue, fracture, and stress corrosion cracking) [2], which are not characterised by high strain rate deformation of dynamic failure as in the case of ballistic impact. Based on a literature review of hot rolled high strength steels, the role of RS on their dynamic failures is yet to be fully elucidated, studies of HSLA-100 [3] under impact exhibited a pronounced stress field, for the as-received material, in the through plate thickness, analogous to the current study although with a dissimilar tensile stress magnitude. Another example
can be found for SS 316 weldments [4] under impact. In a previous study the design of multi-layered armour systems has been found to be beneficial [5] in reducing the aerial density with a commensurate increase in performance when compared to homogenous rolled armour alone, RS was not a part of that study. Since all armour materials (plates) have RS of varying magnitude as a result of the manufacturing routes, a study of the role of the RS is desirable. To better clarify the ballistic behaviour and performance of armour steels the current study looks to measure the RS in 8.3 mm thick ARMOX 500T plate, quantify high strain rate material behaviour through SHPB testing and combine these into numerical FEA modelling to evaluate ballistic performance in several regimes.

Apart from the ballistic performance, the knowledge of the RS in armour plates is important for a number of other reasons. Commonly the compressive residual stresses at the surface can improve the resistance to crack initiation when a tensile load is applied. This may also improves fatigue strength and resistance to stress-corrosion cracking for vehicle mounted armour steels. Conversely, tensile RS at the surface are undesirable as they increase the overall stress level. It is widely accepted that these can lead to stress-corrosion cracking and fatigue failure by reducing the fatigue life and strength of the part.

**Microstructure and material properties**

ARMOX 500T belongs to a class of quenched and tempered high strength steel which are predominately used in armour applications [6-9]. The material is characterised by a high chemical purity, as shown in Table 1, with high Mn and Ni, to stabilise the steel in quenching, reduce distortion of the plate and to increase the hardenability and hardness depth. Typically the production of these armour steels involves hot rolling at a homologous temperature of \( T^* = 0.8 \). The cut plates are then evenly quenched from a temperature of \( T^* = 0.65 \) to form a largely martensitic microstructure. Low carbon steels such armour steel have small amounts of retained austenite but these steels are often tempered at \( T^* = 0.1-0.3 \) to increase ductility.

Secondary processes such as welding or cutting of ARMOX 500T are done below the tempering temperature of 200°, \( T^* = 0.1 \) as the steels strength is negatively impacted. These low tempering temperature allow for the decomposition of the small amount of retained austenite to martensite albeit with a smaller reduction in the internal stresses when compared with higher tempering temperatures [10]. The resultant fine grained lathe martensite structure can be seen in Fig 1.

<table>
<thead>
<tr>
<th>C %</th>
<th>Si %</th>
<th>Mn %</th>
<th>P %</th>
<th>S %</th>
<th>Cr %</th>
<th>Ni %</th>
<th>Mo %</th>
<th>B %</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.32</td>
<td>0.4</td>
<td>1.2</td>
<td>0.015</td>
<td>0.010</td>
<td>1.0</td>
<td>1.81</td>
<td>0.7</td>
<td>0.005</td>
</tr>
</tbody>
</table>

*Table 1 Typical composition of ARMOX 500T.*

**High-strain rate testing**

One method to quantify the high strain rate performance, which is readily used is armour testing, is the SHPB [11, 12]. The test involves a striker bar being fired at the incident bar with a pre-specified velocity. This induces stress waves, which propagate through the incident bar. Upon reaching the interface with the specimen the stress pulse is partially reflected back through the incident bar, whilst a portion of the pulse is transmitted through the specimen and into the transmitter bar. By placing strain gauges on both the incident bar and the transmitter bar the strain histories can be evaluated. The stress and strain can be evaluated through the Kolsky relation [13].
Neutron diffraction experiment

Neutron RS measurements in the 8.3 mm thick ARMOX 500T plate were performed on the KOWARI neutron diffractometer at the OPAL research reactor at ANSTO [14]. The Fe(211) reflection was used at 90°-geometry employing a neutron wavelength of λ = 1.67 Å. Three principal directions, rolling (RD), transverse (TD) and normal (ND), were measured scanning through thickness in 0.5 mm steps with a nominal gauge volume of size of 0.8×0.8×20 mm³ and resulting in overall 17 point strain profiles. The high flux of KOWARI, optimised for this wavelength, yielded average strain accuracy better than 50 µstrain (or ~10 MPa in stress scale after calculations and error propagation) in ~7 minutes of beam time. Of the three strain measurements two stress components were recalculated for RD and TD Fig3. (a), as well as d₀ values Fig.3 (c), assuming the zero plane stress condition. In the authors’ opinion this is the most valid approach for stress calculation in the current case. The applicability of the plane-stress condition in thin plates can be based on theoretical consideration using the equation of equilibrium for the normal component, \( \frac{\partial \sigma_{33}}{\partial x_3} = -\left( \frac{\partial \sigma_{13}}{\partial x_1} + \frac{\partial \sigma_{23}}{\partial x_2} \right) \), where \( x_3 \) is the through-thickness dimension and \( x_1 \) and \( x_2 \) are the in-plane coordinates. In case of large uniform plate, with no gradient in \( x_1 \) and \( x_2 \) dimensions, there is also no gradient of the \( \sigma_{33} \) in the through-thickness direction and since \( \sigma_{33} = 0 \) exactly on the both surfaces, this holds true through the whole thickness.

Constitutive modelling

The experimentally derived stress strain curves are fit to the three parameter J-C constitutive model [15] and is used to compute the flow stress of materials under high strain:

\[
\sigma_{eq} = [A + B \varepsilon^n][1 + C \ln \dot{\varepsilon}^*][1 - (T^*)],
\]

where \( \sigma_{eq} \) is the flow stress, \( \varepsilon \) is the effective plastic strain, \( \dot{\varepsilon}^* = \dot{\varepsilon}/\dot{\varepsilon}_0 \) is the dimensionless plastic strain rate, \( T^* = \frac{T - T_0}{T_{melt} - T_0} \) is the homologous temperature and A, B, n, C and m are material constants. This phenomenological model accounts for (i) the increase in yield stress due to strain hardening through dislocation pile up (ii) the increase in yield and tensile strength with increased strain rate and (iii) the thermal softening of the material due to thermal-plastic instability. The temperature increase is assumed adiabatic. Johnson and Cook [16] also developed a fracture model for ductile materials focusing on the stress tri-axiality sensitivity. The failure strain is computed from a multiplicative relation that expresses the stress tri-axiality, \( \sigma^* = \frac{P}{\sigma_{eq}} \), where P is the hydrostatic stress, strain rate dependence and the homologous temperature, where D₁, D₂, D₃, D₄, D₅ are the J-C Fracture strain model constants:

\[
\varepsilon_f = (D_1 + D_2 \exp(D_3 \sigma^*)) (1 + D_4 \ln(\dot{\varepsilon}^*)) (1 + D_5 T^*).
\]

The 7.62 mm projectile, Fig. 2, is similarly modelled using a modified version of the J-C model as outlined in [8]. A breakdown of the derivation and the applicability of the newly derived high strain data will be analysed in a future publication. Preliminary strength model constants for ARMOX 500T are listed in Table 2. Damage model constants are reproduced from [17].

<table>
<thead>
<tr>
<th>A</th>
<th>B</th>
<th>n</th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.385</td>
<td>1.405</td>
<td>0.0</td>
<td>0.0</td>
<td>1.044</td>
</tr>
<tr>
<td>D₁</td>
<td>D₂</td>
<td>D₃</td>
<td>D₄</td>
<td>D₅</td>
</tr>
<tr>
<td>0.068</td>
<td>5.328</td>
<td>-</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2554</td>
<td>2554</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2 J-C flow stress and failure model constants for ARMOX 500T.
Results of residual stress

The macro-stress profile in the through thickness of the steel plate is shown in Fig. 3 (a), and exhibits large oscillatory behaviour as a result of the production route. It characterised by large compressive stresses, -200 MPa, present at the surface, tensile stress zones ~1 mm below the surfaces, ~120 MPa, and a moderately compressive zone in the center, -100 MPa. Despite a more pronounced stress in the rolling direction (RD), the similarities of the two profiles, rolling direction and transverse direction (TD), indicate cross rolling was a most likely manufacturing route.

Results for modelling simulation

Utilising a numerical routine the resultant stresses shown in Fig. 3 (a) were mapped in the plate’s through thickness for the RD stress, $\sigma_{yy}$ and the TD stress, $\sigma_{xx}$ using MATLAB, the stresses were initialised at the integration points using a dynamic relaxation step. The FEA model is built using 3D half symmetry with 500,000 single-point integrated solid elements in LS-DYNA, with a plate through thickness element size of 0.5 mm. Shown in Fig. 3 (b) are the results of the precursor dynamic relaxation simulation in which sample equilibrium is achieved through nodal displacement based on the user defined initial stress. Note that some discrepancies are apparent between these dynamic relaxation stresses and those of the experimental measurements. Greater discretisation of the through thickness mesh would alleviate this issue and will be tackled in future studies.

The numerical LS-DYNA simulation of bullet collision with stressed and stress-free armour plate was performed for four bullet velocities of 450, 600, 750 and 900 m/s and with 0º of obliquity. These present velocities above and below the steel’s V50 limits [18].

The model results demonstrates the classical ductile hole growth failure mode, whereby the projectile penetrates into the plate by pushing the target material aside, Fig.4(a). There is a small amount of localised bulging with a largely straight penetration channel and no bullet tumbling. The penetration process at $t=32$ µs shows the brass jacket stripped from bullet for the higher velocities.
The lead filler atop the steel core is largely eroded due to adiabatic heating and to a lesser extent the plastic work, the lead filler to the rear of the bullet is damaged by the collapsing brass jacket. This damage is induced by the complex contact which creates disparities in the bullet component’s velocities. Some bullet tip erosion is apparent but no pronounced shape variations are shown between the steel with and without RS. The von Mises stress, Fig. 5, in the bullets impacting at higher velocities is more apparent and more distributed for the RS plates. We observed a reduction of the residual velocity of the bullet after perforation, at an incident velocity of 900m/s, from 453m/s to 444 m/s for the RS plate.

For all the scenarios analysed the authors observed a reduction in the back face stress for the RS plates with a correspondingly small reduction in the back face deformation at velocities of 450m/s and 650m/s, Fig. 6. At higher velocities, 750m/s there is greater propensity for the plate without RS to fail, in penetration, on the back face as seen in Fig 4(a). This stems from the increase in stress tri-axiality in the plates without RS, as the large compressive surface stresses in the RS plates improve the ballistic performance by reducing the magnitude of the material with positive tri-axiality, Fig. 4(b) while the internal compressive stresses increase the volume of material with negative tri-axiality, also a mitigating mechanism to failure.

**Conclusion**

Residual stress for hot rolled ARMOX 500T has been characterised using neutron diffraction techniques with pronounced compressive and tensile stresses inherited from the production route. Stress mapping of the RS was used to model the ballistic performance of the plate against 7.62mm APM coupled with newly parametrised data for J-C flow stress model. RS has a small beneficial effect in reducing back face deformation in lower velocity projectile impact, below the ballistic limit. This is through a reduction in the positive tri-axiality experienced by the plate’s back face and an increase in the volume of material ahead of the bullet with negative tri-axiality. There is a small reduction in the residual velocity of the penetrating projectile for RS plates at higher velocities, above V50. The reduction could become more pronounced where multiple sandwiched plated are used and were the cumulative RS effect may not be a simple additive relationship.

**Acknowledgement**

D. Shanmugam and R. Smith from THALES for the supply of the ARMOX 500T plate.

**References**

Structural Characterization of Ancient Japanese Swords from MAAS Using Neutron Strain Scanning Measurements

Filomena Salvemini\textsuperscript{1, a *}, Vladimir Luzin\textsuperscript{1, b}, Francesco Grazzi\textsuperscript{2, c}, Sue Gatenby\textsuperscript{3, d}, Min-Jung Kim\textsuperscript{3, e}

\textsuperscript{1} ANSTO, Bragg Institute, Lucas Heights, NSW, Australia
\textsuperscript{2} CNR, Istituto dei Sistemi Complessi, Sesto Fiorentino, Italy
\textsuperscript{3} Museum of Applied Arts and Sciences, Sydney, Australia

\textsuperscript{a} filomena.salvemini@ansto.gov.au, \textsuperscript{b} vladimir.luzin@ansto.gov.au, \textsuperscript{c} francesco.grazzi@fi.isc.cnr.it, \textsuperscript{d} sue.gatenby@maas.museum, \textsuperscript{e} min-jung.kim@maas.museum

Keywords: Neutron Residual Stress, Non-Invasive Analysis, Archaeometallurgy, Japanese Sword

Abstract. The current paper presents a forensic study that aims to characterize non-invasively the laminated structure of a set of Samurai’s swords, part of the East Asian Collection of the Museum of Applied Arts and Sciences (MAAS) in Sydney, via strain scanning measurements. Neutron residual stress analyses were undertaken on samples of well-known origin, time period and authorship to create a reference database on the main lamination methods developed by Japanese swordsmiths. The benchmark data were cross-matched with results obtained from a \textit{mumei} (no-signature) blade in order to attribute its manufacturing tradition based on qualitative and quantitative data rather than stylistic criteria. Maps of two stress components and \(d_0\)-values in the transverse cross-section of each sword were determined as a result of the neutron diffraction experiment with sub-millimeter spatial resolution. Since these two material characteristics are induced by the manufacturing process, analysis and comparison of the results allows drawing conclusions about variability or similarity of the actual production techniques of the Japanese swords.

Introduction

Japanese swords are famed among all others all over the world as the most effective in terms of hardness, resilience and, last but not least, aesthetics [1]. Their forging technique was almost unique; steel lumps, obtained from the furnace, were strongly pre-treated to obtain a homogenous and purified multilayered sheet. Distinctive carbon steels, characterized by different hardness, were shaped and specifically used for different parts of the blade components to optimize their mechanical feature (Fig. 1) [1].

Since the Koto age, 10\textsuperscript{th}-17\textsuperscript{th} century AD, five different traditions developed distinctive construction techniques that evolved during the following historical periods [2]. However, the actual techniques that were used by the early sword-smiths were never documented and the necessary information was orally transmitted from the master to his most skilled pupils. In spite of the large amount of studies published on the subject, different manufacturing techniques are still not fully understood.

Until recently, only expendable samples were investigated by standard analytical techniques, which mainly require sample cutting or are based on surface analysis. Nowadays, neutron diffraction [4] and neutron imaging methods [5] have been demonstrated to be the most suitable tools to qualitatively and quantitatively characterize composition and micro-structural properties of metal artifacts in a non-destructive way, mandatory for well conserved museum collections.
In the current study we attempted systematic research of the Japanese blades in order to investigate whether the laminated structure of a set of Samurai’s swords can be determined in non-destructive manner by means of neutron tomography, neutron diffraction stress analysis or both. The research is based on part of the East Asian Collection of the Museum of Applied Arts and Sciences (MAAS) in Sydney. The Japanese sword collection contains both samples of well-known origin, time period and authorship (group 1) as well as a group of mumei (no-signature) blades (group 2). Group 1 allowed us to build up a reference database on the main lamination methods adopted by Japanese swordsmiths and therefore to be used as benchmark data that can be cross-matched with the results obtained from group 2 in the attempt of attributing the corresponding manufacturing tradition to the unknown blades.

Although a number of different blades were analyzed, in the current work we report only the neutron diffraction stress analysis on blades which were classified as katana, while the neutron tomographic data and results on wakizashi will be published separately somewhere else.

**Samples**

The attributes of the four katana from the East Asian Collection of MAAS that were used in the forensic investigation are reported in Table 1. Origin, time period and authorship are known only for three of them by transliteration of the signature engraved on their hilt. According to stylistic study, only the time period can be assigned for blade H6856 while the manufacturing tradition it belongs to is still uncertain.

The physical description of the swords is given in Table 2, where the blades’ total length and thickness and width, measured in the mid length (where neutron diffraction measurement were made) are reported.

**Experimental: neutron diffraction stress analysis**

The neutron diffraction stress analysis in objects like Japanese swords is difficult because of two reasons. First, a technical aspect, a high spatial resolution is required, ~0.5 mm, since individual multiple layers can be of sub-millimeter size while a typical thickness of a blade is 5-7 mm. At the same time many points are required to be measured since the exact number and location of layers are not quite known. Therefore a compromise between resolution, number of measurement points and experimental time per point needs to be found.

Second, a theoretical aspect, since the experimentally measured peak shift combines two effects, variation of (macrostress-free) d0 and elastic macrostress, and both of them are expected to be present due to manufacturing process, identifying and separation of these two contributions is essential for the aim of the experiment. However, there is no chance for proper resolution of d0 since only non-destructive analysis is allowed for the museum items. Thus,
the approach described in the following was used as the best possibility to resolve d0 problem.

The first problem was solved by use of ANSTO’s neutron residual stress diffractometer KOWARI [6], which can provide necessary sub-millimeter (0.5 mm) spatial resolution and feasibility of that was proved in the past experiments [7]. Although a full 2D mapping would be very desirable, due to time limitations only a number of one-dimensional scans were performed. However, the measurement points are selected in such a manner and such numbers, >50, that would allow distinguishing unambiguously between possible structures as shown in Fig. 2 and at the same time some interpolation can be applied to produce 2D maps. At each mesh point spaced by 0.5 mm through thickness and by 1.0 mm along the central line, strain measurement was carried out in three orthogonal directions (longitudinal, transverse, normal) as in a traditional stress scanning experiment. A nominal gauge volume as small as 0.5×0.5×0.5 mm3 was used for measurements of the longitudinal strain component (symbols in Fig. 2 are scaled to this gauge volume size), while it was enlarged to 0.5×0.5×20 mm3 for measurement of the normal and transverse, since this was allowed by blade geometry, with extension of the gauge volume along the longitudinal direction. Strain measurement has been done using wavelength of 1.67 Å that provides Fe(211) reflection at 2θ = 90° and typical accuracy of ±30 µstrain that was achieved for the normal and transverse components after an acquisition time of 4 minutes. For the longitudinal strain component, however, a typical accuracy was ±50 µstrain with a measurement time of 20 minutes. Overall, approximately 1.5 days of beam-time was used for each blade.

Table 2: Swords characterisation. Thickness and width are taken at the point of maximum curvature of the blade. The length is measured as a straight line from the point to the notch where the back of the katana meets the mounting of the hilt.

<table>
<thead>
<tr>
<th>ID</th>
<th>Dimensions, mm</th>
<th>Full view</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1360</td>
<td>Thickness = 5.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Width = 24.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Length = 69</td>
<td></td>
</tr>
<tr>
<td>H5378</td>
<td>Thickness = 7.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Width = 28.5</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Length = 76.6</td>
<td></td>
</tr>
<tr>
<td>H4839</td>
<td>Thickness = 5.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Width = 25.2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Length = 72.5</td>
<td></td>
</tr>
<tr>
<td>H6856</td>
<td>Thickness = 5.7</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Width = 26.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Length = 63.5</td>
<td></td>
</tr>
</tbody>
</table>

In order to resolve the second problem, the following strategy was adopted. In contrast to the traditional stress experiment, where d0 must be provided and three stress components are calculated, in the current experiment, the zero-through-thickness-stress condition was applied enabling calculation of two stress components and one d0-value out of the d-spacings for three measured directions. This plane-stress condition should be fulfilled with good accuracy (within our
Experimental errors) because of sample planar geometry, but the major concern would be the anisotropic behaviour of $d_0$. Until slicing of a blade is allowed, this is the only practical assumption. However, some checks can be applied to verify the assumption. If the abovementioned assumption is accurate enough and stress and $d_0$ are resolved correctly then the transverse stress component should satisfy with boundary conditions on top and bottom edges of the blades and the longitudinal integral stress balance condition can be (at least approximately) evaluated.

Results and Discussion

The neutron diffraction experiment resulted in maps of two stress components and $d_0$-values in the transverse cross-section of each sword which were determined with sub-millimeter spatial resolution. These two material characteristics are the imprint of the production process and their study can help to identify the actual manufacturing techniques based on qualitative and quantitative data rather than stylistic criteria.

Although 2D maps give a good idea about spatial distribution, in order to facilitate the interpretation of data only detailed 1D views of the central line are provided in Fig. 3. To make results geometrically comparable all curves are plotted in the scale normalized to 1. The 2D maps omitted in this paper will be reported and more in-depth discussed in a separate publication.

Somewhat contrary to expectation no blade clearly showed a layered structure even with experimental spatial resolution of 0.5 mm. Through thickness profiles of stress, $d_0$ and peak width are all smooth functions (see Fig. 2b as an example). Although features with smaller dimensions are not detectable due to the gauge volume averaging, the main laminae (differing in C content and microstructure) were expected to be detectable since their size, 1-2 mm, is larger than the gauge volume used in the measurement (Fig. 2). The most evident features for all blades are associated with the cutting edge area. The peak width and $d_0$-values peak at this area which is obviously attributed to the special thermo-mechanical treatment the edge receives in the production process with typical water quenching of the edge and formation of martensite. Since in the angle-dispersive neutron diffraction experiment with a single diffraction peak, Fe (211) in our case, there is no possibility to distinguish between ferrite and martensite, the presence of martensite is manifested as both peak broadening and rapid variation of $d_0$. There are some more subtle variations of $d_0$ and peak width (for example very small changes through thickness in blade H4839), that can be attributed to different degree of cementation and formation of various pearlitic/bainitic or even martensitic microstructures depending on carbon content. Since the process of carbon diffusion from different original pieces is complex, formation of gradients and variations of microstructures in a blade steel is not surprising in quenched areas. In principle, this should be reflected in the patterns of $d_0$ and peak width through mechanism of microstress due to thermal, elastic and plastic mismatch between ferrite and cementite composing pearlite/bainite. However, in comparison with the effects of martensite, those effects are much smaller, e.g. $d_0$ shift of -0.0003 Å due to typical microstress in ferrite of -120 MPa and almost no peak broadening in ferrite [8]. Therefore, the dominant features are due to the presence of martensite.

Yet another commonality for all blades is a very weak transverse stress component which has almost no changes along the central line, though some variation in through thickness is clearly present, most likely due to forging action leaving surface layers in slight relative compression in respect to the inner layers (the corresponding figure is omitted here to streamline the paper). The longitudinal stress component is dominant and stress state can be considered as almost one-dimensional. Thereafter, only longitudinal component is considered, often referred to as simply “residual stress”.

The martensitic pattern at the cutting edge can be considered as a distinctive feature of one manufacturing school and, in some cases, its unique profile was purposely created as a visual instantaneously recognizable signature of the author. Therefore the martensitic area can be more or less extended from blade to blade according to manufacturing tradition or blacksmith’s intention.
Therefore, the pattern of martensitic microstructure can be used as a distinct signature of the sword making school/author. Visual inspection of the patterns plotted in Fig. 3 suggests a similarity of the blades H5378 and H4839 (blue and green). They share almost identical pattern for the stress, $d_0$ and peak width parameter. It cannot be said the same for the blades H1360 and H6856 (black and red in Fig. 3) whose $d_0$ don’t match in any of the characteristics. However, the following considerations can indicate otherwise. It is known that some of old blades with long history of usage were subjected to refurbishment and renewal of the cutting edge and blade surfaces, especially if damaged. If we assume that blade H1360 over its lifetime lost some 3 mm of material due to repetitious polishing and/or restoration upon possible damage of the cutting edge, after dimensional re-normalization (so that the modern cutting edge actually corresponds to 3 mm into depth location of the original blade), the patterns demonstrate remarkable similarity (Fig. 4). In fact, the match of the stress patterns might have an even better match if corrections for force and moment balance are introduced, since material under compressive stress was probably removed by re-polishing therefore distorting the original stress distribution to some extent. Although this consideration cannot be considered as the final proof, the experimental observation cannot be disregarded as a mere speculation.

Comparing the two groups, the following differences are the most obvious and most significant. For the H5378/H4839 the effect of martensite presence is more pronounced resulting in a wider diffraction peak and much larger $d_0$. Quenching, accompanied with the martensitic transformation, also results in formation of the compressive stress zone in the area of cutting edge, some first 5 mm starting from the cutting edge (Fig. 3). These compressive stresses (and stress momentum) are compensated by tensile stresses in the core of the blade. In the pair H1360/H6856 this happens in a way similar to a simple bending with a typical almost linear slope on the opposite side (Fig. 4). However, for the pair H5378/H4839, another compressive zone is created on the back side of the sword, which is more deeply extended into the interior, up to 10 mm from the back (Fig. 3).

Although this can be associated with quenching, (without martensite transformation, since there is no apparent change either in $d_0$ or peak width) but it is most probably related to the use of soft steel at the back of the blades (e.g. Honsanmai style, Fig. 1) that acquired a compressive stress during deformation in combination with harder steel of the adjacent areas.

Based on these comparative data, the mumei blade H6856 might date back to the oldest of the historical periods (Koto age, 987–1596 A.D.), to which blade H1360 is certainly attributed. The period the blade is stylistically attributed (c. 1600 A.D.) is known as a time of transition when the Shogun extended his control also to the manufacture of weapons in the frame of its political strategy of unification (Shinto age, 1596–1781 A.D.). As a consequence, the differentiation among various traditions that were developed during the previous age slowly dissolved, only remaining as a sort of merely stylistic differentiation with no real connection to the working process [2].

Summary
For the first time a detailed strain mapping of the Japanese katana blades was achieved with 0.5 mm resolution using non-destructive neutron diffraction technique. Three quantities were analyzed, stress $d_0$-value and peak width, and interpolated 2D maps were acquired making possible mutual comparison of the blades based on the signature patterns of these measured quantities.

The analysis of four blades revealed two groups of blades, each with a characteristic pattern of stress, $d_0$ and peak width. While one blade H6856 (c. 1600) was of unknown origin, through its characteristic pattern association it was attributed to the tradition common with the oldest blade in the collection H1360 (Sadatsugu, 1346-1370).

This study lays down a foundation for a future analysis of the Japanese blades and proves feasibility of the approach with 0.5 mm spatial resolution mapping.

These results will provide the MAAS with new valuable information on these swords which will be available to researchers, museum collection managers, the general public and future generations.
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Fig. 3. Central line profiles of three material characteristics (stress, d₀ and peak width) for all blades.

Fig. 4. Central line profiles of three material characteristics (stress, d₀ and peak width) for two blades, H1360 and H6856, with re-normalisation of the width of blade H1360.
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Abstract. A portable optical device for residual stresses measurement is presented here. It combines an achromatic digital speckle pattern interferometer (DSPI) with radial sensitivity with a high speed pneumatic drilling unit. The system automatically acquires a 1280 x 960 pixel image for each step of incremental hole drilling. The number of drilling steps, as well the drilling increments, is fully programmable. The data is processed and fitted to a set of displacement curves obtained by the Finite Element Method according to the integral formulation. This paper describes the device as well as the data reduction procedure. The system has been applied to measure residual stress profiles in four to eight points of cross-sections of pipes and, from that, to compute the amount of bending moment induced in pipelines used for oil transportation. The paper presents results of a calibration test in a 12 m long test bench with a 200 mm steel diameter pipe.

Introduction

Residual stresses measurement using the incremental hole drilling approach with strain gauges is a well-established technique.[1] Despite it is normalized by the ASTM E837 standard [2], the evaluation of a residual stress profile in a single point is a quite time-consuming task. Surface preparation, strain gauge alignment and installation, wiring, drilling alignment, incremental drilling are some required steps that make a complete measurement typically to take an hour or more.

Optical methods are very attractive alternatives for residual stress measurements by the hole drilling method since almost no surface preparation or tedious installations are required. However, most optical systems already available for residual stress measurement are designed to be used inside labs.[3] Optical techniques usually require that the part to be measured must be transported to a laboratory.

The authors have developed a portable optical device for residual stress measurement using the incremental hole drilling approach. [4-6] A highly stable and achromatic digital speckle pattern interferometer (DSPI), capable to measure in radial polar coordinates, is integrated with a high speed drilling unit in a fully computer controlled device for residual stress measurement by incremental hole drilling. A robust construction is designed in order to make it appropriate for in-field measurement. The total measuring time is about 15 to 20 min, which is four times faster than a strain gauge measurement. Similar uncertainty level is achieved. The optical principle, constructive aspects, data reduction approach and one practical application are presented in this paper.

The Radial in-Plane Interferometer

A 30 mm diameter binary diffractive optical element (DOE) is the key element of this digital speckle pattern interferometer (DSPI). It consists of a circular binary diffraction grid with a pitch of about 1.30 µm. Collimated light if diffracted, as it passes through this grid, and bent about 30°, forming a circular double illuminated area of about 10 mm diameter as it is shown in the left part of Fig. 1.
The right part of this figure describes the working principle of the DSPI interferometer. The light coming from the laser (L) is expanded by a lens (E). It passes through the elliptical hole of the mirror M1, reaches mirrors M2 and M3 and is reflected back to the mirror M1. Mirror M1 directs the expanding light to the collimating lens (CL) in order to obtain an annular collimated beam. Finally, the light is diffracted by the DOE mainly in the first diffraction order towards the specimen surface. Mirrors M2 and M3 are two special concentric circular mirrors. The former is joined to a piezoelectric actuator (PZT) and the later has a circular hole with a diameter slightly larger than diameter of M2. Furthermore, mirror M3 is fixed while M2 is mobile. The PZT actuator moves the mirror M2 along its axial direction generating a relative phase difference between the beam reflected by M2 (central beam) and the one reflected by M3 (external annular beam). Every point over the illuminated area receives only one light ray coming from M2 and only other one from M3. Thus, PZT enables the introduction of a relative phase shift for efficient optical phase calculation by means of phase shifting algorithms. The central hole placed at M1 has several functions: (a) to allow that the light coming from the laser source reaches mirrors M2 and M3, (b) to prevent that the laser light reaches directly the specimen surface having triple illumination and (c) to provide a viewing window for the camera (CCD).

Fig. 1 - Double illumination speckle interferometer with radial in-plane sensitivity.

Since each point on the circular illuminated area is double illuminated, the sensitivity direction is parallel to the surface and aligned with the radial direction. Therefore, only the radial displacement component is measured. This configuration results in an achromatic interferometer, i.e., its sensitivity is not wavelength-dependent. [4] Therefore, cheap and compact diode lasers can be used as light source without stability loss.

The Integrated Device

Fig. 2 shows in-field applications of the radial in-plane DSPI interferometer integrated with a pneumatic high-speed drilling unit in a portable residual stresses measurement device. [4-6] The out-of-lab application is possible since the relative motions between the device and the part to be measured are minimized by a highly stiff clamping. Three legs, with sharp conical tips of hardened steel, are provided for leveling and establishing a well-defined and firm binding interface to the specimen surface. A set of four rare earth magnets develops the attraction forces to firmly press the three legs against the specimen surface. A motorized rotating stage is used for automatically exchanging the measuring unit and the drilling unit. An integrated measurement software automatically controls all steps of an incremental hole-drilling measurement and processes all necessary images to compute the combined stresses profile as a function of the surface depth.
The surface to be measured needs to be clean, without any thick coating and reasonably smooth. If the surface is very dark, or shining, a very thin layer of light spray painting is recommended.

**Image Processing and Data Reduction**

The left part of the Fig. 3 shows a typical DSPI phase difference pattern. It was obtained after drilling a hole with 1.6 mm in diameter and 1.0 mm in depth into a specimen with uniaxial residual stresses along the horizontal axis. The corresponding radial displacement signal was extracted along the constant radius line (light blue) drawn in the left part this figure. The elliptical line corresponds to the measured signal expressed in polar coordinates in a much-enlarged scale. The right part of the figure shows the same radial signal now expressed in Cartesian coordinates. The horizontal axis corresponds to the angle in degrees and the vertical axis is the radial displacement component. Note that, due to image symmetry, the radial displacement signal is sinusoidal with two periods along 360°.

The general equation for the radial displacement component ($u_r$) is like Eq. 1. For a given radius, this equation corresponds to the right part of Fig. 3. There are two signal components: $U_0$, the mean value and a sinusoidal component with two waves and amplitude $U_2$. The signal component $U_0$ is further referred as the zero harmonic and is related to the residual stresses sum $\sigma_1 + \sigma_2$. The signal $U_2$ is the second harmonic and is related to the residual stresses difference $\sigma_1 - \sigma_2$. Both quantities vary for different values of the radius $r$. Therefore, they are functions of $r$. The angle $\beta$ corresponds to the principal stress direction.

\[ u_r(r, \theta) = U_0(r) + U_2(r) \cos(2\theta - 2\beta) \]  

(1)
Eq. 2 has a more convenient relationship, where $U_0$ is replaced by $a(\sigma_1 + \sigma_2)$ and $U_2$ by $b(\sigma_1 - \sigma_2)$. Both $a(r)$ and $b(r)$ are the normalized radial displacement responses for the unitary stress sum and difference, respectively. They depend on the hole diameter, the hole depth and the material properties.

$$u_r(r, \theta) = a(r)(\sigma_1 + \sigma_2) + b(r)(\sigma_1 - \sigma_2)\cos(2\theta - 2\beta)$$  \hspace{1cm} (2)

**Residual Stresses Calculation**

The functions $a(r)$ and $b(r)$ can be determined numerically to a set of discrete radius values ($r_k$). To quantify the amount of residual stresses from the measured quantities $U_0(r_k)$ and $U_2(r_k)$ a linear behavior is assumed. Therefore, the stress values are proportional to the amount of radial displacement. As an example, let’s suppose that $U_0(r_k)$ is $P$ times bigger than $a(r_k)$. In this case, the sum of residual stresses will be $P$ times bigger than 1.0 MPa. Since random errors are expected in the experimental values $U_0(r_k)$ as well as an unexpected bias $C$, the relationship between $U_0(r_k)$ and $a(r_k)$ is in the form of Eq.3, where $\varepsilon(r_k)$ is a random error component. The $k$ sub index was omitted here for simplicity. The values of $P$ and $C$ can be determined by a least square fitting. [7] A similar approach is used to relate $U_2(r_k)$ and $b(r_k)$, but it will not be described here.

$$U_0(r) = P \cdot a(r) + C + \varepsilon(r)$$  \hspace{1cm} (3)

Indeed, a set of discrete numerical normalized signals are required to apply the integral method for the residual stresses determination by the incremental hole drilling. Each numerical signal is related to the hole depth ($i$) and the stress layer ($j$). Let $a_{ij}(r_k)$ denotes the numerical signal computed for the $i$-depth and $j$-stress layer [8]. For the first hole depth, the relationship between the experimental data $U_0(r_k)$ and numerical signal $a_{11}(r_k)$ is given by Eq. 4. Also here, the $k$ sub index was omitted.

$$U_{0i}(r) = P_1 \cdot a_{11}(r) + C_1 + \varepsilon_1(r)$$  \hspace{1cm} (4)

For the second incremental hole depth, the integral method expects to relate the experimental signal to the numerical one according to Eq. 5. Since Eq. 4 alone can determine the value of $P_1$, Eq. 5 involves two additional unknowns: $P_2$ the stress value for depth 2 and the additive constant $C_2$.

$$U_{02}(r) = P_1 \cdot a_{21}(r) + P_2 \cdot a_{22}(r) + C_2 + \varepsilon_2(r)$$  \hspace{1cm} (5)

It is straightforward extending Eq. 5 for an integer number of $S$ hole increments. The least squares solution for the $P_i$ values can be derived and results in a $S \times S$ system with the $S$ unknowns: $P_1$ to $P_S$. The resulting matrix system can be written as Eq. 6 where the elements of the matrix $[X]$ and vectors $\{P\}$ and $\{Y\}$ are given in Eq. 7.

$$[X]\{P\} = \{Y\}$$  \hspace{1cm} (6)

$$\{P\} = \begin{cases} P_1 \\ \vdots \\ P_S \end{cases} \quad X_{m,n} = \sum_{i=1}^{S} \sum_{all \ r} (a_{im} \cdot a_{in}) - \frac{1}{N} \sum_{all \ r} a_{im} \cdot \sum_{all \ r} a_{in}$$
\[ Y_m = \sum_{i=0}^{S} \left[ \sum_{all\, r} (a_{im} \cdot U_{0i}) - \frac{1}{N} \sum_{all\, r} a_{im} \cdot \sum_{all\, r} U_{0i} \right] \]  

(7)

The integer numbers \( m \) and \( n \) are the row and column indexes of each matrix element. The quantity \( Q \) is defined as the minimum integer between \( m \) or \( n \): \( Q = \min(m, n) \). \( N \) is the number of discrete radial values related to the index \( k \) (omitted in Eq. 6 and 7).

**Bending Moment Calculation**

The combined hole drilling DSPI system was used to determine the amount of bending stress developed in a 12 m long and 200 mm (8”) diameter steel pipe [7, 9]. Left part of Fig. 4 shows a sketch of the test bench with two parallel pipes. They were clamped at both ends and a hydraulic jack was used to apply a transverse force measured by a load cell as (37 621 ± 58) N at the central point. Bending moments were measured by the hole drilling method in eight different cross-sections of the right pipe in Fig. 4 and compared with the reference values computed from the central load value. The sample pipe is the right one in the figure.

![Fig 4 – 12 m long steel pipe loaded by a known bending moment.](image)

To determine the bending moments, a set of eight hole drilling measurements was carried out in each cross-section at different angles separated by 45°. The holes were drilled in 20 steps, from 0.00 to 1.00 mm with depth increments of 0.05 mm. The phase images obtained in each final drilling step are shown in Fig. 5.

![Fig 5 – Different residual stress measurements at eight different angles of a same pipe cross-section.](image)
A compressive residual stresses peak value of -200 MPa was typically obtained at the depth of 0.25 mm due to the pipe manufacturing process. The different residual stresses profile offsets in the pipe axis direction were used to determine the amount of bending stresses. The bending stress in each cross-section varied from 70 MPa to 340 MPa, depending on the angular location of the measurement. The agreement between the central values determined by the hole drilling method and the reference ones were in the range of ± 20 MPa.

Conclusions
The authors developed a portable optical system with a radial in-plane achromatic interferometer for residual stresses measurement by the incremental hole drilling technique using the integral method. The total setup and measurement time ranged from 15 to 20 min for a complete 20 steps incremental hole drilling measurement. No special skills are required from the user. The paper presented results from bending stresses measurement in a 12 m long and 200 mm diameter pipe subjected to a known amount of bending moment. The central values for the bending stresses obtained for eight different cross-sections were compared with the reference values computed from the load cell and bending bench geometry. The deviations were all inside the range of ± 20 MPa.
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Abstract. Additive Manufacture of metals is an area of great interest to many industrial sectors. All metal additive manufacturing processes suffer with problems of residual stresses and subsequent distortion or performance issues. Wire + Arc Additive Manufacture (WAAM) is a metal additive manufacture process that is suitable for the production of large scale engineering structures. Paramount to the successful industrial application of WAAM is the understanding and control of residual stress development and their subsequent effects. Vertical inter-pass rolling can be used to reduce these residual stresses, but its potential is limited due to the absence of lateral restraint of the wall. So it deforms the wall in its transverse direction rather than reducing longitudinal tensile residual stresses, which is the main source of the distortion. The potential of a new pinch-roller concept is currently being investigated at Cranfield University with very promising preliminary results: It was possible to entirely eliminate the distortion of a Ti-6Al-4V WAAM wall.

Introduction

Wire + arc additive manufacturing (WAAM) is a robotic and welding equipment based high-deposition-rate additive manufacturing (AM) process, which can be used for the manufacture of large-scale aerospace parts. Fig. 1 shows a Ti-6Al-4V landing gear rib near-net-shape demonstrator part manufactured with WAAM. Compared to conventional subtractive machining, the main benefits of WAAM are the significant time, material, and cost savings.

\textbf{Figure 1: WAAM Demonstrator: Bombardier Landing Gear Rib; Ti-6Al-4V; 0.7 m; 20 kg}
The process can be used to deposit a range of materials including stainless steel and Al-alloys. However, Ti-6Al-4V is the material to benefit most from the advantages of WAAM, due to the commonly high material and process costs. Suitable equipment to deposit Ti-6Al-4V wire is TIG and Plasma heat sources. A high deposition rate is generally achieved at the expense of the minimum feature size. The genuine targets of a high-deposition rate process are material-, lead time- and cost savings of large parts with medium complexity rather than design or feature freedom [1].

The deposition of liquid metal on a solid substrate and its constrained shrinkage during cooling causes elastic and plastic deformation. In the longitudinal direction, the tensile residual stresses appear to be highest. The temperature-dependent flow strength and thermal properties of the metal determine the magnitude of these residual stresses [2]. In steel, the residual stresses can be as high as the materials yield stress at room temperature. After unclamping, the section shows a significant out-of-plane distortion and the longitudinal residual stresses redistribute from being constant along the height into dropping linearly [3]. The redistribution and resulting distortion due to unclamping is illustrated in Fig. 2 a) to c).

![Figure 2: Residual Stress and Distortion in WAAM: Stress Field in a clamped a) and unclamped Section [3]; c) Out-of-Plane Distortion D of the un-clamped Section; d) inducing Longitudinal Strain into Butt-Welds by vertical Rolling; e) inducing predominantly undesired lateral Strain in WAAM wall by vertical Rolling; f) Concept of Pinch-Rolling](image)

The relatively young and destructive Contour Method (CM) is the only concurrent residual stress measurement technique to provide a full 2-D stress map over the cross section with the required
spatial resolution. The more established Neutron Diffraction (ND) technique can profile full residual stress tensors along characteristic lines with limited resolution, driven by the material. Both, CM and ND are powerful tools to investigate the development of the residual stresses in WAAM, which is vital to evaluate potential applications to control them [4].

A promising mechanical technique to manipulate the residual stresses and distortion is cold rolling, which initially has been used on butt welds (Fig. 2 d), because it can eliminate residual stresses and distortion efficiently and entirely by inducing compressive strain in the longitudinal welding direction [5]. In additive manufacturing the deformation is mainly induced in the transverse direction instead, because of the absence of lateral restraint (Fig. 2 e). Hence vertical rolling can only reduce residual stress and distortion in Ti-6Al-4V WAAM, but not eliminate them entirely [4]. In Colegrove et al. [3] this lateral deformation was successfully attempted to restrain for the first time by using “slotted roller”. It shows a greater improvement on the distortion compared to other “flat” or “profiled” roller geometries. However, the use of the slotted roller is very cumbersome, time consuming and limited.

A new concept is pinch-rolling (Fig. 2 f), which would roll the wall from both sides. This would prevent the lateral deformation and keep the rolling forces in the tool instead of the entire frame. Before developing this tool, the existing vertical rolling equipment will be used to roll on one side of the wall as a preliminary study. In the present work we show the effect of side rolling a Ti-6Al-4V single-path WAAM part on the residual stress and distortion.

**Methodology**

Nine Ti-6Al-4V walls were built using a plasma power supply. After the final layer, the wall remained clamped on the aluminium backing bar and cooled to room temperature for cold side-rolling. The specimen was turned by 90°, so that one side of the deposit evenly rested on a tool steel block, as shown in Fig. 3. A hydraulic cylinder was used to roll both sides of four specimens with 100 kN, 130 kN, 160 kN and 190 kN respectively using a large roller. The same was done on four other samples with a smaller roller diameter. The ninth sample was the control sample. After unclamping, a height gauge was used to measure the out-of-plane distortion D of the unclamped sample.

**Figure 3: Schematic of Side-Rolling**

Neutron Diffraction strain analysis was carried out at the ENGIN_X instrument at ISIS Rutherford Appleton Laboratory in Didcot/UK. Ten gauge volumes along the vertical centreline of 2x2x2 mm each were exposed to the monochromatic beam for 40 μA counting time. The single peaks of the \(\{103\}_a\) and \(\{101\}_a\) hkl planes were fitted individually to determine their spacing. With these, residual stresses were calculated using Hooks law with the following plane specific values: \(d_{0,103} = 1.3253\ \text{Å}, \ d_{0,101} = 2.2238\ \text{Å}, \ E_{103} = 108.3\ \text{MPa}, \ E_{101} = 126.96\ \text{MPa}, \ \nu_{103} = 0.285\) and \(\nu_{101} = 0.39\). The longitudinal residual stresses calculated from both planes agreed well and were averaged.

Afterwards, the CM was employed on the same specimens at the University of Manchester to generate a stress map on the longitudinal yz-plane in the centre of the sample by cutting specimens
via Electro-Discharge Machining (EDM) and numerically analysing the resulting relaxation. With Neutron diffraction, three profiles were generated: The first two profiles were taken from the unrolled control specimen in two different conditions. The first condition was the still-clamped condition and the second the unclamped and distorted condition. One wall that has been side rolled was also measured in the unclamped condition. With CM, the same samples were measured, aside from the clamped control. To extract the most detail from CM, an analysis route was selected with a very fine numerical description of the cross-section, approaching twice that of the wire diameter (250 µm) employed for cutting. While very fine spatial resolution was obtained, this was at the expense of potentially incorporating small variations in the cut surface in the resolved stress.

**Results and Discussion**

**Distortion.** The Out-of-Plane distortion of the control sample is 6.8 mm, which is comparable to what has been found before [4]. Fig. 4 shows the distortion of the eight rolled samples vs. the rolling load. Post-weld side rolling shows a greater reduction in distortion with increasing rolling loads and decreasing roller diameter as known from previous work [4], [6]. Comparing the roller diameters, the smaller roller always showed a greater reduction in distortion for the same load by approximately 1 mm. For both rollers, the distortion closest to zero has been achieved using 130 kN load. The result suggests that ~85%...90% of the rolling load applied by the bigger roller achieves comparable results when using the smaller roller. Forces higher than 130 kN even resulted in negative distortion. Given the fact, that conventional inter-pass rolling has to be applied after each layer and still does not achieve comparable reduction in residual distortion, it can be said that side rolling met the expectations and is a much more effective tool than vertical rolling in respect to the distortion. The reason is the successfully restrained lateral deformation by actively applying the load on both sides of the wall.

![Figure 4](image)

*Figure 4: Out-of-Plane Distortion after rolling with a small and a big roller with different loads*

**Residual Stress.** Fig. 5 a) shows all longitudinal residual stress profiles vs. the distance above the substrate. While still clamped, the residual stress of the unrolled control sample along the centre line is fairly constant at around 550 MPa, which is significantly lower than the yield value of Ti-6Al-4V deposit (810-870 MPa). This constant tensile stress has only been modelled before in mild steel [7], but never measured. After unclamping, the profile shows a constant drop of residual stress with increasing distance to the substrate, with being compressive in the top layers. This trend is also supported by this model and also reported elsewhere [3], [4], [8]. Side Rolling took place from 3 mm above the substrate to the top of the wall. In this region, tensile residual stresses were reduced significantly, due to imposed plastic deformation. The stress profile dropped from being 550 MPa and varies between -200 to +200 MPa. This ultimately was the reason for the successful reduction of distortion. Prior to rolling, the contact surface of the wall was uneven, varying by ± 0.05 mm over a nominal width. Therefore, the roller imposed non-uniform strain across the wall, particularly near the surface; where the wall was wider, significantly higher compressive stress can be observed.
Fig. 5 b) shows the contour map of the distorted control and a side-rolled sample. The wall in the control agrees well with the ND profile, with stress varying nearly linearly from tensile to a compressive state towards the top of the wall. The compressive upper and tensile lower region in the substrate shows the same trend. The stress field outside of the HAZ in the substrate is a result of the out-of-plane distortion of the section. Also, rolled plot agrees well with the ND result in this area. The residual stresses within the area of both the wall and the substrate are more uniform. Unlike ND, the resolution of the CM is high enough to show that side rolling did not induce unintentional gradients in the transverse direction, as it is very uniform along the y-axis.

However, employing a contour analysis with very little smoothing is also sensitive to artefacts induced by the EDM-cut. This type of artefact is very likely the cause of the high gradient in both plots that appears at the interface between the wall and the substrate. The source is attributed to a change in cutting length, as the cutting power density per unit length decreases, causing the cut to proceed slowly through this part of the cross-section. It is surmised that this is also complicated by plasticity effects, when the EDM wire cuts through a region with high tensile stress. Sacrificial material could obviate these artefacts during the cut or a second stress-free control cut near the first contour can be performed to identify the cutting-length-caused power-density artefacts afterwards. As a result, the current CM analysis has an unknown uncertainty near the interface of wall and substrate in the HAZ. In the same region, the ND did not show sufficient peak intensity in the spectrum for diffraction peak fitting due to texture and path length issues. However, the ND results in the region affected by processing are without concern and compare well with those obtained by CM.

Figure 5: a) Residual stress profiles measured by neutron diffraction (ND - dashed) and contour method (CM - solid): clamped control (black); unclamped and distorted control (blue) and side-rolled (red); b) contour maps of unclamped control and a side-rolled sample

**Conclusion**

In this study we have shown that:
1. Side Rolling has the potential to eliminate longitudinal residual stresses and distortion in straight AM parts entirely. The effect on both is remarkably higher than vertical rolling, which also is being applied after each layer.

2. A smaller roller diameter has a greater effect on both using a constant force. The effect can also be estimated analytically.

3. The compressive strain induced by a flat roller from the side on a WAAM wall is very sensitive the unevenness of the rolled surfaces’ profile. A wall profile variation of only ±0.05 mm can cause residual stress variations around approximately ±200 MPa.

4. Before unclamping (which is the condition where cold work is identified to be applied), the longitudinal tensile residual stress has been proven to be constant in each layer. The peak stress is significantly lower than the material’s yield value in a single path Ti-6Al-4V WAAM wall.

5. The contour method analysis of the T-shaped single WAAM wall is likely to be sensitive to EDM-cut artefacts caused by steep cutting length changes and plasticity effects. Both must be investigated further.
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Abstract. Hydrogen induced cracking (HIC) has been a persistent issue in welding of high-strength steels. Mitigating residual stresses is one of the most efficient ways to control HIC. The current study develops a proactive in-process weld residual stress mitigation technique, which manipulates the thermal expansion and contraction sequence in the weldments during welding process. When the steel weld is cooled after welding, martensitic transformation will occur at a temperature below 400 °C. Volume expansion in the weld due to the martensitic transformation will reduce tensile stresses in the weld and heat affected zone and in some cases produce compressive residual stresses in the weld. Based on this concept, a customized filler wire which undergoes a martensitic phase transformation during cooling was developed. The new filler wire shows significant improvement in terms of reducing the tendency of HIC in high strength steels. Bulk residual stress mapping using neutron diffraction revealed reduced tensile and compressive residual stresses in the welds made by the new filler wire.

Introduction
Hydrogen induced cracking (HIC), also called cold cracking or delayed cracking has been a persistent issue in welding of high-strength steels. The main feature of this type of crack is that it occurs in the welds of high-strength martensitic steels, and generally occurs a short time after welding, usually within 48 hours. Fabricating HIC-free structures of advanced high-strength steels (AHSS), particularly the ultra-high-strength grade such as fully hardened martensitic steels used in armored vehicles, can be difficult in field. The existence of HIC poses serious threat to the structural integrity and safe operation of the armor plates.

Four factors contribute to the HIC: susceptible microstructure (usually martensitic microstructure), residual stress, hydrogen content and near ambient temperature. Mitigating residual stress is one of the most efficient ways to control HIC. Weld residual stress is a result of non-
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uniform expansion and contraction in a welded structure. The non-uniform deformations can have a detrimental effect on the integrity of welded structure. Tensile residual stress is very common and may exceed the yield strength of the material in the weld [1,2]. Many studies have shown that tensile residual stress contributes to the high susceptibility of pre-mature fatigue failure [3,4] and hydrogen induced cracking (HIC) in steel welds [5-8]. Post weld heat treatment (PWHT) are the most common way to mitigate tensile residual stress [9]. These techniques include grinding, air hammer peening, shot peening, needle peening and TIG re-melting. Weld toe stress concentration can be reduced by grinding and TIG dressing, however, the tensile residual stress still cannot be entirely eliminated. Furthermore these process have little if any effect on the internal tensile residual stress. On the other hand, the peening processes can both improve weld profile and mitigate tensile residual stress. However, peening requires an extra post weld processing which increases the overall cost of the welded structure. In addition, all of these methods are restrained by the geometry of the weld structure.

In-process residual stress control, which manipulates the thermal expansion and contraction sequence in the weldments during welding process, has recently been developed to mitigate residual stress in steel welds. When the steel weld is cooled after welding, the martensitic transformation will occur at a temperature below 400 °C. Volume expansion in the weld due to transformation will reduce tensile residual stress and in some cases even produce compressive residual stress in the weld. The first LTT filler wire with 10 wt.% Cr and 10 wt.% Ni was developed by Ohta et. al in 2000 [10]. The LTT welds have shown a significant improvement of fatigue lives compared to that of conventional joints [11-13]. However, research on HIC mitigation using LTT filler wire is very limited. Current study applied LTT filler wire principles to mitigate HIC in high-strength armor steels. A special filler wire was designed with martensitic transformation to eliminate HIC in the weld of a high-strength armor steel. Y-groove tests (aka Tekken test) was applied to evaluate the HIC tendency of designed welding filler wire. Neutron diffraction was applied to study residual stress distribution.

Experimental work

Materials and Welding. The chemical composition of high-strength steel base plate MIL-DTL-12560 is shown in Table 1. After initial thermomechanical processing, the steels were normalized at a temperature of 904°C for 21 minutes followed by water quenching. Then the plates were tempered in a furnace at a temperature of 482°C for 39 minutes, followed by cooling in air to room temperature.

Y-groove tests for HIC cracking were performed in accordance with international standard ISO 17642-2. Testing plates are 12.7 mm in thickness. Gas metal arc welding (GMAW) with 95% argon and 5% carbon dioxide cover gas was performed on the plates with one single pass. Welding current, voltage and speed were 230 A, 25.7 V and 3.4 mm/s respectively. LTT experimental filler wires HV1766 with 1.2 mm in diameter were developed and evaluated in current study (see composition range in Table 1). For comparison, commercial ER100 filler wire with similar ultimate tensile strength, SuperArc LA-100 from Lincoln Electric was also used. The wire feed rate was 140 mm/s. Since the formation of cracks in LA-100 Y-groove sample will release tensile residual stress in the plate, the residual stress measured in Y-groove plate with a crack would not accurately represent the residual stress state of the weld made by LA-100 filler wire. As a result, for residual stress analysis, pre-heating at a temperature of 150°C was performed for the plate welded by LA-100 filler wire.

Residual Stress Analysis. The neutron diffraction measurements for the residual stress analysis on Y-groove samples were carried out at the Neutron Residual Stress Mapping Facility (NRSF2) beam line [14] of the High Flux Isotope Reactor, Oak Ridge National Laboratory. The diffraction of neutrons with a wavelength of \( \lambda \approx 1.72 \) Å on the \{211\} lattice planes of ferrite/martensite was analyzed. These planes were chosen as the \{211\} reflection best represents the macro-mechanical behavior of steels [1]. In order to compute the multiaxial residual stress state, the strain of each point
was determined in transverse, normal and longitudinal direction, with the assumption that the principal stresses lie along these directions. The gauge volume was $2 \times 2 \times 10 \text{mm}^3$ for transverse and normal directions with exposure time of 200 seconds and $2 \times 2 \times 2 \text{mm}^3$ for longitudinal direction with exposure time of 600 seconds, taking advantage of sample symmetry. Area of $27 \times 5 \text{mm}^2$ was mapped for each sample with a grid spacing of 1 mm.

Table 1. Base metal and weld metal composition (in wt.% and mechanical properties

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Mn</th>
<th>Cu</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>Si</th>
<th>V</th>
<th>Yield Strength [MPa]</th>
<th>Ultimate Tensile Strength [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MIL-DTL-12560</td>
<td>0.23</td>
<td>1.2</td>
<td>0.17</td>
<td>0.12</td>
<td>0.12</td>
<td>0.45</td>
<td>0.25</td>
<td>0.003</td>
<td>920-980</td>
<td>1000-1040</td>
</tr>
<tr>
<td>SuperArc LA-100</td>
<td>0.1</td>
<td>1.8</td>
<td>0.35</td>
<td>0.8</td>
<td>0.2</td>
<td>0.15</td>
<td>0.35</td>
<td>&lt;0.01</td>
<td>730-750</td>
<td>780-790</td>
</tr>
<tr>
<td>HV1766</td>
<td>0.05-0.3</td>
<td>0.1-2</td>
<td>0.05-0.5</td>
<td>6-16</td>
<td>6-16</td>
<td>0.1-1</td>
<td>0.1-1</td>
<td>0-1</td>
<td>950-1020</td>
<td>1040-1090</td>
</tr>
</tbody>
</table>

Results

Y-groove Testing Results. The Y-groove test is used to determine HIC sensitivity of welding filler wires. MIL-DTL-12560 Y-grooved plates were both welded by conventional ER100 (LA-100) filler wire and LTT filler wire. The metallographic images of corresponding weld cross section are shown in Fig. 1. A crack throughout the weld in conventional ER100 filler wire indicates ER100 is very susceptible to HIC for MIL-DTL-12560. On the other hand, no crack is seen using HV1766 filler wire. Though the LTT filler wire in the current study shows improved HIC resistance, whether the improved resistance is due to the mitigation of tensile residual stress in the weld is still unclear. As a result, it is important to understand residual stress distribution in the Y-groove welds.

![Figure 1. Y-groove test result of (a) SuperArc LA-100 filler wire (b) LTT wire showing cracks in ER100 weld but not in LTPT weld.(c) SuperArc LA-100 filler wire with 150°C preheat](image)

Residual Stress Distribution. Since the weld metal and base metal have very different compositions, a significant spatial variation in stress free lattice spacing, $d_0$, is expected in the weld, largely due to the change of weld metal dilution from location to location. As a result, accurate
determination of \( d_0 \) is very challenging. Zhang et al. [15] found the normal stress in 15.2 mm plate with a dissimilar weld is negligible except near fusion boundaries. As a result, plane stress can be used as an assumption for the welded plate with thickness of 15 mm or thinner without accurate determination of \( d_0 \).

The present analysis procedure is based on the plane stress assumption that the normal stress component \( \sigma_z \) is equal to zero. This makes it possible to determine the two in-plane stress components \( \sigma_x \) and \( \sigma_y \) and stress free lattice spacing using the equations described in [15]. With the plane stress assumption, the residual stress distribution in transverse direction and longitudinal direction within the weld can be calculated. The residual stress map of the area indicated in Fig. 1 (a) is shown in Fig. 2. In addition, the distribution of \( d_0 \) and full-width at half maximum (FWHM) is also shown in Fig. 2. Due to grain size differences between the weld metal (WM), heat-affected zone (HAZ) and base metal (BM), the FWHM can be used to distinguish these three regions. In Fig. 2 (d), FWHM clearly shows the shape of the weld and these three distinct regions: WM, HAZ and BM. Fig. 2 (a) shows transverse residual stress up to 1000 MPa. Since HIC was observed mainly in the HAZ at a location about 0.2 mm from the fusion boundary (Fig. 1), the transverse residual stress in this location is very important. According to Fig. 2 (a), the transverse residual stress in the HAZ around the fusion boundary is very uniform with a value of 700 MPa in tension.

Maximum longitudinal residual stress in LA-100 is about 1400 MPa in tension, which is much greater than the tensile strength of MIL-DTL-12560 (~1000 MPa). After the welding process, newly formed martensite with high yield strength is expected in the HAZ of MIL-DTL-12560. As a result, the high residual stress of 1400 MPa in HAZ is possible. The WM shows tensile longitudinal residual stresses which range from 200 to 600 MPa. Fig. 2 (c) shows fairly uniform distribution of \( d_0 \) in the WM and the BM, which indicates the plane stress assumption is reasonable for the current study in both regions. In the HAZ near the fusion boundaries, two regions show relatively low \( d_0 \) values. Normal stress may not be zero in these two regions.

![Figure 2](image_url)

Figure 2. Residual stress distribution of Y-groove plate welded using LA-100 (a) transverse direction (b) longitudinal direction (c) distribution of stress free lattice spacing \( d_0 \) (d) distribution of FWHM

Fig. 3 shows the residual stress calculation result of the Y-groove plate welded using LTT filler wire HV1766. Though Fig. 3d exhibits a significant spatial variation of FWHM, the WM cannot be
identified in the map since the FWHM of the WM and HAZ is very similar. The transverse residual stress map shows a uniform distribution of stress of 400 MPa except a slight compressive transverse residual stress the plate surface and high tensile at the bottom. For the regions which are susceptible to HIC, the transverse residual stress is below 300 MPa, which is much lower than that in the plate welded by LA-100. Fig. 3 (b) shows high compressive longitudinal residual stress in the center of the weld. Compressive residual stresses in both the transverse and longitudinal directions should be a result of the low temperature martensitic transformation of the HV1766 filler wire during cooling. For the plate welded by HV1766, the maximum longitudinal stress has a similar value and was observed at similar locations as the plate welded by LA-100. It is noted even though HV1766 could eliminate HIC when it is used to weld MIL-DTL-12560 high strength steel, high longitudinal residual stress is still observed in HAZ close to weld root. The reason of high longitudinal residual stress is not clear at this moment. The high tensile residual stress may be detrimental to the mechanical integrity of the weld, which need to be investigated in the future.

Figure 3. Residual stress distribution of Y-groove plate welded using LTT filler wire HV1766 (a) transverse direction (b) longitudinal direction (c) distribution of stress free lattice spacing $d_0$ (d) distribution of FWHM

Summary and Conclusions
Low temperature transformation (LTT) weld filler wires have been developed and show a reduced tensile residual stress and an improved HIC resistance. The current study used the Y-groove test to determine HIC sensitivity during welding. MIL-DTL-12560 plates were both welded by conventional ER100 (SuperArc LA-100) filler wire and LTT filler wire HV1766. A crack throughout the weld in conventional ER100 filler wire indicates ER100 is very susceptible to HIC. No crack is seen using LTT filler wire HV1766. Preliminary neutron diffraction results have shown the LTT filler wire HV1766 produced a compressive residual stress in the weld in longitudinal direction. In transverse direction, the HV1766 plates shows lower tensile residual stress compared that in ER100 plate. This lower tensile residual stress contributes to HIC resistance of LTT filler wire.
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Abstract. An in-situ X-ray diffraction investigation of a power controlled laser line hardening experiment has been carried out at the synchrotron beamline P05 at the German electron synchrotron (DESY) in Hamburg. During the process the local strain and stress evolution is monitored using synchrotron radiation with a time resolution of 10 Hz. Samples made of steel grade AISI 4140 were line hardened by means of a high-power diode laser (HPDL) unit at constant laser feed. A specially designed process chamber was used, allowing the control of the inert gas atmosphere to avoid oxide scale formation. Through the symmetric application of 4 fast micro-strip line detectors various \{hkl\} - diffraction lines were recorded during the short-time heat treatment by means of the single exposure approach. Thermal and elastic strains were separated and time resolved stress analysis was carried out according to the sin\(^2\psi\)-method. Stress and strain evaluation during the complete laser hardening process lead to unprecedented experimental insights.

Introduction

Structural steel components (e.g. cutting matrices, forging dies and affiliated closing edges) experience high mechanical and thermal loads. Due to these loads component failure occurs through fatigue crack initiation and oxidation at the surface. Special attention is given to the improvement of surface layers through increase of wear resistance and fatigue strength by generation of favorable compressive residual stress states. In this regard, thermal and thermo-chemical processes possess large potential. Over the last decade, with the development of high power diode laser (HPDL) systems, laser surface hardening has gained increased interest. Present-day optimization of the laser hardening process is mainly based on case studies of the final state of hardened samples [1, 2, 3]. Real time insights into strain, stress and microstructural (e.g. phase transformations) evolution were only possible by means of numerical simulations [4, 5]. Process prediction of the laser surface hardening is mainly based on case studies for a certain material and hence collecting real time data could be used to improve process prediction and to validate numerical simulations. Synchrotron X-ray diffraction is a viable option to gain real time insights into complex thermal and thermo-chemical processes. An experimental set-up for in-situ monitoring of phase transitions and strain evolutions is presented in [6] and its reliability proven in [7]. In the present work, a similar set-up upgraded with two additional fast micro-strip line detectors and a motor actuator to move the laser beam over the sample surface at constant feed was used. Using the upgraded instrumentation laser surface line hardening experiments were carried out and in-situ X-ray synchrotron diffraction data was monitored at a time resolution of 10 Hz. The thermal and elastic strains were separated for each exposure and the stresses were determined according to the sin\(^2\psi\)-method [8] using the approach presented in [7]. The results of the phase-, strain- and stress-evolution are carefully discussed and compared to the results of a point hardening experiment [7].
**Experimental**

The in-situ X-ray diffraction experiments were carried out on steel type AISI 4140 in a quenched and tempered state. The sample geometry is a cuboid \((80 \times 50 \times 10 \text{ mm}^3)\). The sample faces were ground mechanically to provide a clean reproducible surface. Subsequently a heat treatment at 510 °C for 90 min was carried out to provide a stress-free sample state. The experimental set-up is established at the HZG undulator beamline P05@PETRAIII at the German electron synchrotron (DESY) in Hamburg, Germany. Monochromatic synchrotron radiation was provided by a double crystal monochromator (DCM) at a wavelength of \(\lambda = 0.11384 \text{ Å} \) (10.899 keV). The X-ray spot is adjusted by means of a cross-slit system to a nominal spot size of \(1 \times 1 \text{ mm}^2\). For laser hardening a fiber coupled 10 kW high power diode laser unit of type LDF 1000-60 from Laserline GmbH, Mühlheim-Kärlich (Germany) was used in combination with a homogenizing optic with a spot size of \(8 \times 8 \text{ mm}^2\). The laser feed is set to 0.2 m/min through a motorized linear actuator by well-defined tilting of the homogenizing optic. The power was selected to 2.5 kW. The temperature in the process zone was measured using a one-color (monochromatic) pyrometer. The upgraded experimental set-up is schematically shown in Fig. 1 and the corresponding photographs in Fig. 2. Valves and an affiliated controller allow the adjustment of the atmosphere inside the process chamber. The experiment was carried out under a low He-gas excess pressure to avoid oxidation of the sample surface.

![Figure 1. Schematic view of the single exposure set-up for fast in-situ X-ray diffraction analysis of the laser surface hardening process. The indicated angles \(\psi_1\) and \(\psi_2\) apply to detector 3 and 4.](image)

The sample is tilted by an angle \(\chi = -35^\circ\) with respect to the primary beam axis. As key components 4 fast micro-strip detectors of type Mythen 1K from Dectris ltd., Switzerland, are arranged radially around the process chamber. By this means the diffracted beam can be detected through a polyimide-window attached to the process chamber. Detectors 1 and 2 were placed on the detector wing at a distance of 200 mm from the process zone covering a 2θ-range from approx. 143°-161°. Detectors 3 and 4 were installed at a distance of 250 mm covering approx. 128°-139° in 2θ. The detectors were arranged in a way corresponding to the single exposure technique described in [8]. The set-up in Fig. 1 allows the contemporaneous measurement of the reflex \{hkl\} from the identical diffraction cone under two different \(\psi\) angles \(\psi_1\) and \(\psi_2\). By definition the tilt angle \(\psi\) is the angle between the sample surface normal \(P_3\) and the diffraction vector \(N_i^{[hkl]}\). Powder samples of
LaB₆ and α-Fe were used for detector calibration. A flat field scattering background correction derived from diffraction measurements of long-term flat illumination of an amorphous glass sample was carried out individually for each detector module. The flat field correction was followed by an absorption correction and a linear background subtraction. Subsequently, the diffraction peaks are fitted using a Pseudo-Voigt function.

**Figure 2.** Upgraded process chamber designed for in-situ X-ray diffraction experiments during laser surface hardening. (a) Overview of the process chamber. (b) In-line view on key components. (c) Vertical view into opened process chamber.

At the chosen synchrotron radiation wavelength detectors 1 and 2 measured diffraction lines of \{422\}-α-Fe (2θ₀ = 153.206°) and \{620\} γ-Fe (2θ₀ = 161.263°) respectively- whilst detectors 3 and 4 measured the \{332\}-α-Fe (2θ₀ = 137.300°), \{531\}-γ-Fe (2θ₀ = 134.719°) and \{600\}-γ-Fe (2θ₀ = 138.790°) peaks. In a 2θ-\sin^{2}ψ line plot thermal strains result in a vertical shift due to the fact that they affect the hydrostatic part of the stress tensor, while elastic strains result in a change in slope. Hence, elastic and thermal strains can be separated and stress evolution can be evaluated as described in [7]. The stress state is assumed to be biaxial (σ₃₃ = 0) and rotationally symmetric, consequently the strain free direction \sin^{2}ψ* can be calculated from the X-ray elastic constants according to Eq. 1.

\[
\sin^{2}ψ* = \frac{-2s_1}{s_2}. \tag{1}
\]

The X-ray elastic constants used in the determination of \sin^{2}ψ* and σ^{dev} were calculated from the temperature dependent macroscopic Young’s moduli \(E\) and Poisson ratios \(ν\) listed in [9]. \(E\) and \(ν\) are interpolated from the measured temperature. The X-ray elastic constants are calculated according to Eq. 2 and Eq. 3.

\[
s_1 = \frac{-ν(T)}{E(T)}. \tag{2}
\]

\[
\frac{1}{2} s_2 = \frac{ν(T)+1}{E(T)} \tag{3}
\]

The determined in-situ X-ray stresses were compared with ex-situ X-ray residual stress measurements at the identical measuring point using the classic \sin^{2}ψ-method and conventionally generated X-rays. Those analyses were carried out on a ψ-diffractometer using CrKα-radiation at the Institute for Applied Materials (IAM-WK) at KIT. Here, the \{211\} diffraction line (2θ₀ = 156.394°)
of the $\alpha/\alpha'$-phase was determined at 15 equidistant $\psi$ angles in the range $-60^\circ < \psi < 60^\circ$. For stress evaluation X-ray elastic constants, $s_1^{(211)} = -1.27 \times 10^{-6}$ MPa and $s_2^{(211)} = 5.82 \times 10^{-6}$ MPa, are used.

Results and Discussion

Fig. 3a shows the laser line hardened sample as well as the measuring point. A detailed cross sectional view into the hardening lens is given in Fig. 3b and the microstructure detail in Fig. 3c. The laser track has a length of 34 mm. The spot like end of the laser track follows from a not perfect synchronization of laser feed and power. At the measuring location (indicated by a square in Fig. 3a) the hardening lens has a width of 6.9 mm and a maximum depth of approx. 818 µm. The microstructure is fine-grained with rounded martensitic needles, which is due to a slight annealing effect due to a global sample warming caused by the progressing laser beam. In contrast, cross sectional images from point hardening experiments [4, 7] show a sharper martensitic microstructure because there is no annealing effect from the laser.

![Figure 3. Laser line hardened sample. (a) Overview of the 34 mm long laser line. (b) cross section view at the measuring point (view A-A). (c) microstructure inside the hardening lens.](image)

In Fig. 4 the measured diffraction data during the laser surface line hardening experiment are plotted versus the processing time in 2D-contour plots. The process temperature measured by the monochromatic pyrometer is also plotted. The intensities are normalized for every single detector module and flat field corrected. At the beginning of the process detector 1 and 2 (Fig. 4 left) show a shift of the $\{422\}-\alpha$-Fe interference line to lower 2$\theta$ values with increasing temperature. Simultaneously, the peak intensity decreases. This shift is due to the temperature rise. At a processing time of 6.1 s and a temperature of about 890°C no $\{422\}-\alpha$-Fe signal could be further detected. The point indicates the ferrite-austenite phase transformation. This statement is supported by the appearance of the $\{620\}-\gamma$-Fe peak at the upper 2$\theta$ range of the detectors 1 and 2. The temporal progression of its diffraction signal is also following the temperature. At temperature of 410°C and a processing time of about 9.7 s a broad $\{422\}-\alpha'$-Fe peak appears marking the austenite-martensite transformation.

Fig. 4 (right) shows similar intensity plots for detectors 3 and 4. At approx. 6.1 s the ferrite-austenite transformation is marked by the appearance of the $\{600\}-\gamma$-Fe reflection and a slight jump shift of interference in 20 from the $\{332\}-\alpha$-Fe signal to $\{531\}-\gamma$-Fe. As a consequence of cooling down by self-quenching the $\{531\}-\gamma$-Fe interference line shifts to larger 20 values accompanied by increasing intensity and peak broadening. The peak broadening could be explained by adaption deformation preparing the martensite-formation. Subsequently, the austenite peak vanishes and a broad $\{332\}-\alpha'$-Fe reflection remains. The determined thermal and elastic strain and stresses are depicted in Fig. 5 top, mid and bottom. The thermal strain evolution in the ferrite region corresponds with the 2D-contour plots in Fig. 4. An interference shift to lower 20 values with temperature
increase results in higher thermal strains. The transformation to austenite is marked by an abrupt drop of the thermal strains to nearly 0.

Figure 4. Normalized 2D-contour-plots of the interference profiles recorded with a time resolution of 10 Hz for the detector pairs 1-2 (left) and 3-4 (right) and plot of the measured temperature vs. process time for laser surface line hardening of steel AISI 4140 at constant feed of 0.2 m/min and laser power of 2.5 kW.

Subsequently, the thermal strains follow the temperature. At approximately 600 °C thermal strains change their sign to compression for the {531}-γ-Fe reflection. With the beginning of martensite formation an abrupt rise to positive thermal strains of the {332} and {422}-α’ diffraction lines occurs. Furthermore, a slight decrease is observed. In a time region from about 9.8 s until 17 s both austenite and martensite peaks allow evaluation.

The time development of the elastic strains and corresponding deviatoric stresses is qualitatively in good agreement to simulations in the literature [5]. The thermal expansion of the material leads at first to compressive stresses vertical to the sample axis due to the constraint of the surrounding cold material. When these stresses exceed the warm yield strength of the material, plastic deformation starts, decreasing the compressive stresses despite increasing temperature. Furthermore, material yields towards the free sample surface. The volume decrease due to the formation of austenite amplifies this effect and forces the stresses towards the tensile region. The result is a first maximum in compressive stress. After reaching the maximum temperature cooling starts and the tensile stresses increase, due to plastic deformation, in which the displaced material volume is no longer available for volume contraction. Additionally, the steep temperature gradient at the surface results in higher shrinkage and the larger coefficient of thermal expansion of austenite over ferrite, both increase the tensile stresses. Upon reaching a temperature of about 410 °C the martensite transformation occurs. Here, the stresses change their sign to compressive stresses, due to the volume expansion [5]. Further fluctuations in the stresses are based on statistical effects disappearing with higher X-ray exposure times (processing times > 50 s). The additionally determined ex-situ residual stress value is also presented in Fig. 5 (bottom) showing good agreement with the in-situ X-ray diffraction data after cooling down to ambient temperature. Hereby, a good validation of experimental robustness is demonstrated. In comparison with a similar point hardening experiment using only two line detectors
the upgraded set-up allows information to be gained about elastic strains and stresses in the austenite region, so a full process analysis can be conducted.

Figure 5. Thermal strain (top), elastic strain (middle), and deviatoric stress component calculated from elastic strain (bottom) vs. processing time for laser surface line hardening of steel AISI 4140 at constant feed of 0.2 m/min and laser power 2.5 kW. Error bars calculated on the basis of 95% confidence interval of the peak fit.

Summary
Systematic studies of laser surface line hardening experiments were carried out by means of synchrotron X-ray diffraction. The upgrade of the measuring set-up for high-speed X-ray strain and stress analysis (tilt of optics holder in combination with motorized linear actuator) was successfully tested for laser surface line hardening. The use of 4 fast micro-strip detectors allowed coverage of a much larger 2θ range. Hence, it was possible to gain more information about the high temperature region especially in the austenite regime. The $\alpha$-$\gamma$ phase transformation point could be exactly determined by means of the synchrotron X-ray data. However, the martensite formation is not instantaneous inside the measurement volume.
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Abstract. The incremental hole-drilling method is well-established in residual stress analysis. A small blind hole is drilled incrementally and the strain relief is measured on the sample’s surface. In order to calculate residual stresses from the measured strain calibration data is necessary. Typically, the calibration data is determined numerically and is based on the assumption of an ideal cylindrical blind hole. However, widely used six-blade milling bits have rather large chamfers at the cutting edges, which result in hole geometries that clearly differ from the ideal cylindrical blind hole. Especially in the first drilling increments a significant impact on the calibration data by the real hole geometry is expected. In this work, a numerical model is set up that allows for consideration of tool chamfers. A systematic finite element study is carried out to analyze the effect on relieved strains. Calibration data is computed for the ideal blind hole as well as for the realistic hole geometry. Finally, numerical results are compared with experimental results gained by defined uniaxial loading experiments. The results clearly indicate a significant impact of the tool chamfer geometry for strain relief and stress data close to the surface. Hence, based on the results it is highly recommended to consider the real tool geometry to provide accurate stress evaluation by means of the incremental hole-drilling method in particular for the first drilling increments.

Introduction

The incremental hole-drilling method is a widely used mechanical method for residual stress depth profiles analysis due to its simple instrumentation and fast execution. Since J. Mathar [1] first proposed the test method in 1933 it has been under constant development. State of the art is incremental drilling of blind holes of small diameters in order to determine local stress gradients. The method is based on redistribution of residual stresses due to local material removal. Entailed strain relaxations can be measured on the surface area around the hole e.g. by means of strain gages. Due to the fact that strains are only partly released when introducing a blind hole, calibration data is needed to evaluate the residual stress profile from measured strains. Usually, finite element (FE) simulations are used to calculate these calibration data. In commercially available evaluation routines generally an ideal cylindrical blind hole is considered. Flaman [2] showed that the experimental setup of high speed drilling in combination with inverted cone end mills lead to the best approximation of the ideal cylindrical blind holes, while inducing a negligible amount of machining stresses. The widely used six-blade tungsten carbide milling bits with nominal diameters of 0.8 or 1.6 mm, that are used in commercially available pneumatic high speed drilling devices, have large chamfers at the cutting edges, which result in hole geometries that differ from the ideal cylindrical blind hole.

Two shortcomings arise out of this geometrical deviation (see also Fig. 1):

- a remaining bottom fillet for each single drilling increment
- an increasing hole diameter for the first drilling increments
In Scafidi, et al. [3] the first impact, i.e. the bottom fillet, was investigated by considering a bottom fillet radius in numerical simulations. It was figured out, that deviations of strain relaxations can cause erroneous results in case of large bottom fillet radii. In Nau, et al. [4] different kinds of end mills and their influence on the occurring hole geometries for a nominal hole diameter of 1.6 mm were studied. A numeric model was set up considering the effect of increasing hole diameters in the first drilling steps by using the mean hole diameter over the actual removed depth increment. The conclusion of both studies was that the consideration of more realistic tool geometries for calibration results in more meaningful stress data. However, in [3] and [4] only the general effects were discussed without taken into account the real chamfered cutting edge of the most often applied end mills. Furthermore, up to now only chamfered tools with a nominal diameter of 1.6 mm were considered.

In our project we have the inherent necessity to apply small hole diameters using a nominal tool diameter of 0.8 mm for residual stress depth distributions showing a relative steep gradient close to the surface. Hence, in this work a FE model is set up for a more accurate simulation of the hole geometry by considering the real chamfered edges using a conventional tapered end mill with 0.8 mm diameter. Thus, both shortcomings of the non-ideal cylindrical hole geometry are taken into account (remaining bottom fillet and unsteady hole diameter). The FE model can be used to calculate chamfer-considering calibration data for reliable stress evaluations using the differential method [5]. Finally, the numerical results are validated by experimental findings of a defined 4-point bending test.

**Finite element simulation**

**Finite element (FE) model.** The 3D FE model was defined in ABAQUS and consists of 750,000 elements of type C3D8R and C3D6. This hybrid element model is needed to take the chamfer geometry into account. An inverted cone tungsten carbide six-blade end mill of 0.8 mm diameter with a chamfer height of 0.06 mm at an angle of 45° was assumed for the numeric model (Komet, Gebr. Brasseler GmbH & Co. KG). Fig. 1 shows the cutting edges of the end mill and the cross sections of a steel sample with two drilled blind holes of different depths. On the right hand side a side view of the FE model is presented. It can be seen that it is in good agreement with the actual blind hole geometry, even for a small drilling depth of 40 µm. Due to the symmetry of the calculated problem only a quarter model was used. A full view of the model is shown in Fig. 2. The drilling process is simulated by stepwise removing the elements in the region of the hole (drilling increments are highlighted in Fig. 2). For each drilling step the released strains on the surface area around the hole were calculated and averaged at element surface nodes. In a post processing step, the strains were integrated and averaged over three virtual strain gage areas at the positions 0°, 45° and 90° leading to three single strain values \(\varepsilon_{0°}, \varepsilon_{45°}, \varepsilon_{90°}\), comparable to those, gained in experimental studies.
Strain gage rosette dimensions considered in the model are similar to type A residual stress strain gage rosette according to the ASTM E837 [6]. For the hole-drilling simulation a biaxial nominal stress state of $\sigma_{\text{nom}} = \sigma_x = \sigma_y = 300 \text{ MPa}$ was applied on the outside surfaces of the quarter model (see Fig. 2). Linear elastic material behavior of isotropic steel with a Young’s modulus of 210 GPa and a Poisson’s ratio of 0.3 was applied. The chosen hole diameter of 0.8 mm is the minimum achievable hole diameter in practical application by the use of an end mill of the assumed size. Two identically meshed numeric models have been used to simulate the resulting strain data $\varepsilon_{\text{chamfered}}$ for the chamfered drilled hole and $\varepsilon_{\text{cylindrical}}$ for the ideal cylindrical hole, respectively.

**Fig. 2:** ABAQUS 3D FE-model with detailed views of the position of the strain gages and the drilling increments.

Stress calculation was carried out for the strain data $\varepsilon_{\text{chamfered}}$ of the hole-drilling simulation considering chamfered holes, i.e. the better approximation of the real hole geometry. The stress was evaluated using calibration data $C_{\text{cylindrical}}$, which are typically provided by commercially available hole-drilling evaluation software, assuming ideal cylindrical holes. In comparison, a stress evaluation based on the consideration of the chamfer using the calibration data $C_{\text{chamfered}}$ was carried out. Since we are most likely interested in the near surface data, the results are only presented up to a drilling depth of 0.4 mm.

**Results and discussion.** In order to show the impact on measured strain relaxations, absolute and relative strain deviations (referred to the ideal hole geometry) between the two drilled hole geometries are shown in Fig. 3a. Due to the axi-symmetric stress state, only one strain gage component is plotted. Drilling steps with increasing hole diameters (up to 0.06 mm depth) are shaded in a grey zone. In general, for the loading state considered strain relaxation is higher for the assumption of an ideal blind hole. However, a significant decrease of the relative strain deviation can be seen. From 30 % strain deviation in the first increment of 0.01 mm, values are decreasing to less than 5 % for the last drilling depth of 0.4 mm. The absolute strain deviation is showing a maximum of 10 $\mu$m/m at about 0.24 mm drilling depth. This behavior can be explained by the interaction of two effects that are accompanied by the geometrical deviation of the drilled holes. The first effect is the remaining hole-bottom fillet, which is leading to a significant deviation of the removed material volume (see Fig. 3b). Especially for the first drilling increments, where the final hole diameter is not yet reached, the removed volume for the ideal hole geometry is 1.2 the size of the chamfered hole volume. This difference of volume clearly has an impact on the large relative strain deviation in the first drilling increments. Furthermore, the hole geometry influences the notch factor of the drilled hole (second effect that depends on the stress state considered), leading to a higher maximum stress in case of a sharp edged ideal cylindrical hole. From a drilling depth of 0.24 mm this effect is declining, leading to a decrease of the absolute strain deviation. It must be mentioned that in practical application, typically larger hole diameters occur due to slight asymmetric end mills or slightly eccentrically installed turbine shafts. Numeric simulations regarding larger hole diameters up to
about 0.96 mm showed that larger hole diameters lead to smaller relative strain deviations for the same strain gage positions.

Thus the simulation with a drilled hole of 0.8 mm in diameter gives a limit of the maximal relative strain error that can occur by disregarding the chamfered hole geometry.

**Fig. 3:** strain deviation of $\varepsilon_{\text{cylindrical}}$ and $\varepsilon_{\text{chamfered}}$ (a), removed volume ratio and notch factor ratio (b).

The stress evaluation according to the differential approach of the chamfered hole-drilling simulation with calibration data considering a cylindrical hole is showing high stress deviations from the nominal stress (see Fig. 4). The large strain deviations in the first increments lead to a significant stress error of about 27% in maximum. In contrast, stress evaluation with calibration data considering the chamfer geometry leads to small stress deviations of less than 2%, due to numerical errors. Following the numerical results, the use of chamfer-considering calibration data is highly recommended for an accurate stress evaluation.

**Fig 4:** Stress evaluation of the chamfer-considering hole-drilling simulation with calibration data $C_{\text{chamfered}}$ and $C_{\text{cylindrical}}$. 
Experimental application

Experimental setup. Experimental tests were carried out on a fine grained construction steel S690QL bar with length $l = 160$ mm, width $w = 40$ mm and thickness $t = 6$ mm. A stress relief annealing (1h, 600°C) was conducted prior to the hole-drilling experiments. XRD residual stress analyses according to the sin$^2$ψ-method were carried out on the bottom and top surface after the stress relief treatment. Residual stress values were less than 13 MPa, hence the sample can be assumed to be stress-free. The sample has been loaded by means of a four point bending device, with a distance of the inner supports of 50 mm. A uniaxial bending stress gradient from $-400$ MPa on the top surface to $400$ MPa on the bottom surface over the bending height of 6 mm was applied. The load does not exceed more than about 58 % of the materials minimum yield strength of 690 MPa. For the elastic material properties a Young’s modulus $E = 210$ GPa and a Poisson’s ratio $\nu = 0.3$ have been assumed. Three hole-drilling experiments have been carried out with measuring points in a distance of 10 mm to each other. After the three experiments each final hole diameter has been measured and was implemented exactly in the numeric model to calculate chamfer-considering calibration data. Finally the experimental strain data has been smoothed with cubic spline functions and the stress gradient has been evaluated by means of conventional calibration data $C_{\text{cylindrical}}$ and by means of chamfer-considering calibration data $C_{\text{chamfered}}$, respectively. For presentation of the results the mean values of the 3 single experiments are used.

Results and discussion. Fig. 5 shows the evaluated stress gradients as a function of the drilling depth. The mean stress value of the three drilling experiments for each single depth increment is shown. Standard deviation of the mean stress value is given by surrounding error lines. Whereas the conventional approach (calibration data for cylindrical hole geometry) leads to a stress deviation of approx. $70$ MPa in the first increments, the calibration for considering the chamfer geometry leads to a stress value that is in good agreement with the nominal stress with deviation of less than $26$ MPa. From a drilling depth of $0.08$ mm on, the stress deviation of both evaluation methods is tolerable. Due to a slightly larger experimental hole diameter, the stress errors in the first increments do not exceed the large relative stress deviations of $30\%$ that appear in the simulation for a hole diameter of $0.8$ mm (Fig. 4).

![Fig. 5: Stress evaluation of the experimental loading test with calibration data $C_{\text{chamfered}}$ and $C_{\text{cylindrical}}$, mean stress values with standard deviations for the 3 drilling experiments.](image)

It has to be taken into account that in experimental application strain measurement errors always appear due to scattering in the strain signal. However, for high strain relaxation in the first drilling
increments, the absolute strain measurement errors are negligible. The data clearly show that the discrepancies indicated through the numerical simulations are also obvious for the near surface residual stress data determined by the defined uniaxial loading experiment. Due to the significant stress deviations in the surface near area the use of chamfer-considering calibration data is recommended, if this experimental setup is used and accurate stress values in the first increments are needed.

Summary
In this study, a FE model was set up that considers realistic tool chamfers for evaluation of residual stresses by means of the incremental hole-drilling method. The two effects of increasing hole diameter and a reduced material removal are taken into account. Strain data of the simulated hole-drilling experiment for a hole diameter of 0.8 mm showed significant deviations to the conventional approach, based on ideal cylindrical hole geometry. Especially in the first increments, the increasing hole diameter due to chamfered end mill geometry is leading to large relative strain deviations. By use of conventional calibration data, erroneous stress data arise. Experimental hole-drilling tests have been carried out for a defined 4-point-bending loading test that confirmed the numerical findings. Chamfer-considering calibration data obtain a smaller stress deviation from nominal stress for the sensitive depth increments in the surface near area. Thus it can be concluded in the presence of large residual stresses in surface near areas, the chamfer-considering calibration is highly recommended to achieve accurate stress evaluation in particular for the first drilling increments.
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Abstract. In situ high energy X-ray diffraction using a synchrotron source performed on a steel metal matrix composite reinforced by TiC allows following the evolutions during cooling of internal stresses thanks to the development of a new original experimental device (a transportable radiation furnace with a controlled rotation of the specimen). Results from experiments as well as from finite element micromechanical simulations allow to understand the stress genesis in the composite.

Introduction
Mass reduction (for example in transportation applications where reduction of fuel consumption and pollution are aimed) can be obtained, by using new lighter materials with at least the same mechanical properties as the former ones. Metal Matrix Composites (MMC) reinforced by ceramic particles allow reaching this goal. In our study, steel matrix composite reinforced by TiC particles obtained by powder metallurgy (mixture of 75 % steel powder and 25 % TiC powder) allows reducing the density (7 g/cm\textsuperscript{3} for this composite instead of 7.8 g/cm\textsuperscript{3} for steel alone i.e. a decrease of 11.4 % in mass). Final properties of MMC depend on the chemical composition, on the nature of the interfaces, on the microstructure of the matrix and on the stresses in the reinforcements and in the matrix. These stresses are generated during the heat treatment and result from the differences in the coefficient of thermal expansion between matrix and reinforcements [1-3] and also from the phase transformations of the matrix that occur during cooling and induce volume changes. The residual stress levels and distributions are a key factor for the final properties of the MMC [4]. In a previous study [5], the evolution of the matrix and the reinforcements were analysed during the heat treatment using in-situ high energy X ray diffraction focusing on the structural aspects. In this paper, we focus on the internal stress analysis.

Sample
A metal matrix composite has been elaborated using powder metallurgy by Mecachrome. 75 % (vol.) steel powder and 25 % TiC powder were milled and consolidated by hot isostatic pressing (HIP). After hot isostatic pressing, the microstructure of the steel matrix composite (see fig. 1) is non-homogeneous and presents two different areas: a steel area (pearlitic) without TiC particles called unreinforced area (lighter area) and a darker area being a mixture of TiC particles and steel. Details on the microstructures and chemical compositions can be found in [5].
Figure 1: MMC microstructure at initial state (left) and after thermal treatment with a martensitic microstructure (right) in the matrix

High-energy X-ray diffraction.

Set-up: The high energy X-ray diffraction (XRD) experiments were performed at the European Synchrotron Radiation Facility (ESRF, Grenoble, France) on the ID15B beam line. The in situ measurements were conducted with a monochromatic beam of 87 keV. The high energy beam allowed to analyse a large volume of the sample (due to the low absorption of the sample) thus being representative of the bulk and lessen the surface effect. The transmitted signal is collected by a large area 2D detector that records the whole Debye-Scherrer rings. The important flux gives a high quality diffraction signal quickly, thus XRD frames can be recorded at high rate (up to 10 fps). By this method, we can follow Debye-Scherrer rings evolution during a thermal treatment. More details on the setup can be found in [6].

For our experiments, the sample was a cylinder of 3mm diameter and 30mm length and the beam size was 0.4 x 0.4 mm². The sample was heated up to 900°C thanks to a radiation furnace specially developed to performed a thermal treatment with a controlled rotation of the sample. The temperature was held during 5 minutes. Then, the sample was air cooled (at about 5 °C/s). XRD frames were recorded every 0,1 s during cooling. Using the sample rotation during in situ cooling and a fast acquisition rate allows collecting the data to determine the full stress tensor as we obtain all necessary orientations of the sample by combining the rotation in plane of the sample and 2D diffraction in the perpendicular plane.

Phase analysis: As the sample presents small grains and no texture during the whole thermal treatment, a Rietveld analysis has been conducted to extract phase fractions and mean cell parameters from the XRD frames using Fullprof software [7-8]. Data have been corrected and reduced to (2θ, intensity) patterns using fit2D software [9].

Stresses analysis: For stress analysis, 2D images caking has been made with sectors of 1° along the rings using fit2D software. Corrections for taking into account the variations of frame center during the experiments (due to a lack of stability of the synchrotron beam) [10] as well as the variations of the sample position during rotation have been done. Thus, we obtain 360 diffractograms (2θ, intensity) from each image. In order to extract the stresses in each phase from these data, we have determined the 2θ position of one peak in each phase: steel-α'(200), steel-γ(200) and TiC(220), as they do not overlap with other peaks (fig. 2). Diffraction peaks are approximated by a Pearson VII function. In order to apply the “sin²Ψ” method [11-12], we have converted our configuration to classical (Φ, Ψ) configuration [6].
By selecting the rotation position corresponding to a specific orientation of the sample, we can extract the $\sigma_{11}-\sigma_{33}$ and $\sigma_{22}-\sigma_{33}$ differences from positions $(0^\circ,180^\circ)$ and $(90^\circ,270^\circ)$ versus temperature. An automatic procedure (about 10 million peaks to be analysed per phase, 150GB raw data) has been developed.

To obtain the full strain and stress tensor, we need the stress free parameters of the phases $a_0$ and their evolutions with temperature. For steel-$\gamma$ and TiC, we have used the value of the cell parameter at high temperature assuming that stresses are fully relaxed at $900^\circ$C and for martensite values from literature [13]. Evolution of stress free cell parameter versus temperature has been calculated using the thermal expansion coefficient of each phase, extracted from experimental studies [5] or literature for steel [14] and TiC [15].

![Figure 2](image_url)

**Figure 2**: Evolutions during cooling a) phase fractions and b) cell parameters (thermal expansion coefficients of TiC and austenite are shown too)

**Results**

**Kinetics of phase transformation**: on figure 2, we present the evolutions of the phase fractions and the mean cell parameters during the cooling from $900^\circ$C to $50^\circ$C, leading to the formation of martensite in the matrix (see fig. 1). At the beginning of the cooling, only austenite ($\gamma$) and TiC are present with $81\%$ $\gamma$ and $19\%$ TiC. The martensitic transformation ($\alpha'$ tetragonal structure) begins at $180^\circ$C. During the cooling, the amount of TiC remains constant and the amount of austenite decreases quickly during the martensitic transformation.

**Mean cell parameters evolutions**: from the beginning of cooling and until the beginning of martensitic transformation, the cell parameters of the different phases decrease continuously without changes of slope (fig. 2b). From previous analysis [16] of the apparent CTE (coefficient of thermal
expansion), it was concluded that during cooling, thermal stresses are generated in the phases. TiC is under a mean compression state since the CTE of austenite is about 3 times larger than the one of TiC. The mean stress state in austenite seems very small. As the martensitic transformation occurs, TiC cell parameter increases indicating a decrease of the mean compression in TiC. As the martensite content reaches about 15%, austenite cell parameter decreases indicating an increase in compression. We can observe an increase of the tetragonality (c/a ratio) of the martensite (increase of the c parameter whereas a parameter decreases linearly).

**Stress evolutions:** using \( \sin^2 \psi \) method, we are able to determine all the components of the stress tensors in the different phases during cooling. First, it comes out that the mean stress states remain hydrostatic (no shear stresses) in all the phases during cooling even during the martensitic transformation. Fig. 3 presents the stress evolutions during cooling from 900°C to 50°C.

![Stress evolutions during cooling](image)

*Figure 3: internal stresses evolutions during cooling. (As the stress states are hydrostatic, only one component of the stress tensor is presented)*

We can remark the high level of compressive stress in TiC increasing from the high temperature until the appearance of martensite. Stress level in austenite is quite low. The martensitic transformation induces a large decrease of the compressive stress in TiC and small compressive stresses in austenite. For martensite, firstly the tensile stress decreases and then increases as temperature decreases.

We can notice that the calculated macroscopic stress for the composite, is not zero even before the phase transformation. It should be pointed out that stress values are highly dependent on the input parameters of each phase mainly \( a_0 \) and CTE. On figure 3, the grey envelope presents the variations on the stress levels for austenite and TiC including experimental uncertainties on the thermal expansion coefficient of both phases. (For martensite, the stress variations are not shown as they will overlap the stress scattering). It comes out that variations on the stress levels are quite large and a more equilibrated macroscopic stress state could be reached by adjusting the stress free cell parameters and their evolutions with temperature.

**Micromechanical model**

In order to better understand the internal stress evolution during cooling of the MMC, a 3D micromechanical finite element model has been used (software ZeBuLoN [17]). We have introduced a thermo-elastic-visco-plastic behaviour law for the steel matrix including the strains associated with the phase transformation (volumic variation and transformation plasticity). All the thermomechanical data for the steel are taken from previous studies. For the reinforcement, a thermo-elastic behaviour
law is taken into account based on literature data [14]. Martensite phase fraction is calculated by Koistinen-Marburger relation [18] with parameters determined from experimental data.

Calculations have been made on a 3D simplified microstructure: a periodic distribution of spherical TiC particles (representing 25vol%) embedded in a steel matrix.

Figure 4: Mean stresses evolution calculated by FEM.

The calculated results allow to analyse the stress and strain gradients in the reinforcement and in the matrix during cooling as well as the permanent deformations in the matrix. Here, we show only the mean stresses in the particles and in the matrix (figure 4) that are hydrostatic. Their evolutions are in accordance with the experimental results; in particular, the martensitic transformation of the matrix (with its volumic expansion) leads to a large stress relaxation in the TiC particles and to a lower one in the matrix. But the calculated levels differ largely from the experimental values in particular for TiC. The thermo-elasto-visco-plastic behaviour of the matrix seems to overestimate the stress relaxation by plastic deformation. As a matter of fact, if we do not consider plastic deformation of the matrix, considering an elastic behaviour, we obtain calculated mean stress values for TiC closer to experimental ones. Moreover, from the calculations, the cumulated equivalent plastic deformation reaches a value of 3% in the matrix whereas experimentally we due not observe a change on the full width at half maximum (FWHM) of the austenite peaks during cooling.

Thus, the question arises concerning the strain accommodation between the matrix and particles in the MMC during cooling. One important aspect is that the real microstructure is much more complex that the simulated one. Indeed, as mentioned before, the real microstructure is very heterogeneous (see fig. 1) with a non reinforced area (no particles) and a reinforced area where the amount of TiC can reach 50vol%. Calculations are on the way to take the real microstructure into account.

Concluding remarks

We have developed an original experimental device and a methodology for robust and fast stress analysis starting from 2D images (i.e. Debye-Scherrer rings) obtained by in situ synchrotron X ray diffraction experiments during heat treatment. From the present experiments performed during heat treatment of a steel matrix composite reinforced by TiC particles, we have determined the evolutions of the full stress tensor in the different phases austenite, martensite and TiC. The role of the martensitic transformation of the matrix on the stress states in the particles has been clearly evidenced. In addition, a 3D micromechanical approach has allowed to better interpret the experimental evolutions of the mean internal stress states in the different phases during cooling. Further investigations are necessary to understand the discrepancies between experimental and calculated stress levels.
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Abstract. The influence exposure to simulated body fluid (SBF) has on plasma-sprayed hydroxyapatite (HAp) coatings of medical-grade Ti6Al4V rods was investigated by quantifying the depth dependence of the phase composition and residual stress through the coating thickness using diffraction techniques. Chemical phase identification showed HAp existing together with its thermal decomposition products, tetra-calcium phosphate (TTCP), tri-calcium phosphate (TCP) and calcium oxide. With depth, the HAp content decreases with a corresponding increase in TTCP. The near surface stress condition comprised ~50 ± 10 MPa hoop stress with the radial stress being close to zero. With depth the hoop stress decreases linearly to ~-50 ± 25 MPa at the substrate interface, whilst the radial stress increases with depth. Upon exposure to SBF, the coating composition reveals an increase in HAp from ~80.0 ± 0.5 to ~86.0 ± 0.5 wt%, accompanied by a decrease of TTCP from ~10 ± 2 to ~6 ± 2 wt%. A change in stress state occurred within the first day of incubation; where after, with further exposure time the stress state converted back to values similar to that of the as-sprayed condition.

Introduction

The second-generation biomaterial hydroxyapatite (HAp), owing to its similarity to the inorganic component of bone, has been extensively studied as a candidate material in biomedical applications. Applications range from filling bone cavities [1] and artificial eye components [2] to coatings for hip endoprostheses and dental root implants for improved biological fixation [3]. However, the poor mechanical properties of the material limit its utilisation in fully load-bearing applications. In such cases, the material is applied as a coating on metallic substrates such as Ti, Ti alloys and CoCrMo, where the excellent mechanical properties of the metal are combined with the osseoconductive ability of the coating [4]. With the plethora of coating techniques available for deposition [5], thermal spray remains the method of choice on industrial scale [6]. It is known that the interaction of the high temperature droplets formed in the plasma, and subsequent rapid cooling on interaction with the cold substrates, leads to thermal decomposition. This causes the introduction of undesirable thermal decomposition products [7], such as TCP, TTCP, and sometimes calcium oxide. In addition it leads to a reduction in crystallinity [8]. These phases are known to be susceptible to dissolution in SBF [9]. This, together with stresses generated by the differential thermal mismatch (CTE) and quenching of
the droplets, may compromise the mechanical stability and integrity of the coating. Notwithstanding extensive investigations of the effect of incubation of HAp coatings in SBF [10], the bulk of the work focused on the near-surface region that has contact with living tissue. The present study deals with depth-resolved investigations of the effect that exposure to SBF has on HAp coatings.

Materials and Methods

Sample preparation. Hydroxyapatite powder (CAPTAL 90, batch P215, Plasma Biotal Limited, Tideswell, Derbyshire, UK), 120 ± 20 µm, was plasma-sprayed onto 7 mm diameter medical grade Ti6Al4V alloy rods supplied by Biomaterials Limited, North Yorkshire, UK. Details on the samples, HAp deposition procedure and spray parameters can be found in [11]. Coating thicknesses ranged from 150 to 180 µm. Subsequent to spraying, the samples were incubated for 1 and 7 days in a revised simulated body fluid (rSBF) based on Kokubo’s formulation [12] to mimic the physiological environment with the solution temperature and pH kept at 36 °C and 7.4 respectively during the incubation period. The rSBF solution had an ionic concentration similar to that of human blood plasma, but free of non-collagenous proteins and enzymes. After incubation, disks approximately 5 mm in thickness were cut from the central part of the coated rod for investigation. The samples are shown in Fig. 1. Factors considered in determining the optimum disk thicknesses included minimization of the synchrotron beam attenuation, which, based on the energy of the beam and the mass absorption of the coating material was minimally influenced by the disk thickness, adequate diffracted intensities for good counting statistics, as well as limiting stress relaxation due to the cutting. Notwithstanding that the cutting would lead to relaxation of the axial stresses, due to the circular geometry, the hoop and radial stress components should not be influenced.

Through-thickness characterisation. High–energy synchrotron radiation, 70-130 keV, generated at the 3rd generation Advanced Photon Source’s X-ray Operation and Research 6-ID-D beamline at Argonne National Laboratory (ANL), USA was used for the depth-resolved investigations of the phase composition and residual stresses. The experimental details and measurement procedure are reported in [11]. Measurements were done in transmission mode through the cut disks using an incident beam size of 0.035(V) x 0.400 (H) mm². The diffracted beams were recorded with an area detector located ~ 1m downstream. Supplementary near-surface investigations were carried out in reflection geometry, using a Bruker D8 Advance and a Discover instrument equipped with a Cu-anode that gave 8 keV energy X-rays that rendered ~0.015 mm penetration into HAp.
Results and discussion

Chemical phase analysis. Figure 2 shows diffraction patterns, displaced vertically for clarity, taken at different depths through the coating thickness from the as-sprayed and incubated samples. The phase determination shows the presence of the thermal decomposition products of HAp caused by the plasma temperature, being present throughout the coating thickness. The two top patterns, taken at the coating-substrate interface region, primarily show Ti6Al4V, indicate that the measurements extended up to the substrate. The CaO phase dissolved within the first week of incubation.

![Figure 2](image)

**Figure 2:** Diffraction patterns measured as function of depth through the HAp coatings from the coating surface (bottom pattern) to the substrate (top pattern) for: (a) As-sprayed and (b) Incubated for 1 week. The patterns show the presence of HAp (o), tetracalcium phosphate (#), tricalcium phosphate (*) and CaO (*). The diffraction patterns are displaced vertically for comparison purposes and respectively represent depth steps of 17.5 µm.

Figure 3 shows the depth dependence of the primary phase, HAp, and the main thermal decomposition product, TTCP, for the as-sprayed and incubated samples. Also shown are their dependences as function of incubation times. Due to weak intensities from the coating, associated to the partial illumination of the coating, the first two diffraction patterns in Fig. 2 have been excluded in all analyses.

![Figure 3](image)

**Figure 3:** Variation of the chemical phase composition of the major phases (a) with depth and (b) with incubation time are shown for the as-sprayed and incubated samples, respectively.
The HAp content of the as-sprayed coating (solid squares) systematically decrease with depth from 76 wt% to ~60 wt%. A similar trend is observed for the incubated samples where the HAp content decrease from ~86 to 62 wt% (open circles, open stars). The observed relative increase in HAp content with incubation time (Fig. 3b) can be attributed to the dissolution of thermal decomposition products, leaving the more stable HAp. Correspondingly, in the as-sprayed coating the TTCP phase (open squares) increases with depth from ~7 wt% to 35 wt%, whereas the incubated ones (solid dots, solid stars) increased from ~11 wt% to ~35 wt%. A cross-over point of the as-sprayed and incubated slopes occurs around mid-coating thickness. Although the preferential dissolution of TTCP in simulated body fluid has been widely reported [13], the results of this study indicate that this does not happen uniformly across the coating thickness. This implies that the solution only penetrates the surface region of the coating. The variation of the surface mass fraction with incubation time shown in Fig. 3, (right) reveals that the two phases show changes within the first day of incubation, with HAp increasing sharply from 80 wt% levelling off at ~86 wt% during further incubation; the opposite trend is observed for TTCP, decreasing from ~10 to ~6 wt% with time.

Residual stress profile

The HAp (213) diffraction peak was used to evaluate the residual strain. Assuming the Kroner-Eshelby grain interaction model, the X-ray elastic constants (XECs) $S_1 (213) = -2.48 \cdot 10^{-6} \text{ MPa}^{-1}$ and $\frac{1}{2}S_2 (213) = 11.5 \cdot 10^{-6} \text{ MPa}^{-1}$ [14] were used for the stress determination. Since only one azimuth orientation was measured, the stress components $\sigma_{11}$ (hoop), and $\sigma_{33}$ (radial) could be determined from the respectively measured d-values; the axial component, $\sigma_{22}$ couldn’t be determined with the measurement geometry. The stress-free reference value for strain determination was obtained from measurement of the starting powder. The d-spacing in the starting powder and ground coating flakes were within ± 0.00005 Å that correlates to ± 5.00 MPa stress uncertainty. The quantity ($\sigma_{11} - \sigma_{33}$), called the stress amplitude, is a useful parameter to consider since it is independent of possible sample misalignment contributions. The observed stress distribution comprises the accumulated effects of droplet quenching (also known as intrinsic stress), differential thermal mismatch between the coating and substrate, and stresses arising from possible volume changes due to phase transformations. Figure 4 summarises the depth distribution of the residual stress components and associated stress amplitude.

The results show that the hoop stress in the as-sprayed condition does not exceed 50 ± 10 MPa on the surface, whereas the radial stress is close to zero. The hoop stress steadily decreases with depth crossing the zero stress level around the coating mid-point to become ~ -50 ± 25 MPa compressive at the substrate interface. The radial stress steadily becomes tensile with depth reaching a maximum ~ 40 MPa at 157.5 μm. Based on the intensities of diffraction patterns in Fig 2, the measurements at 17.5, and 35 microns were carried out with only partially submerged beam hence the stress values at these depths are considered artefacts and therefore excluded; the same effect is expected at 175 and possibly at 157.5 microns. This effect in addition to possible relaxation and or overlapping substrate peak can be attributed to the observed large scatter at the interface. The observed radial stress distribution is consistent with previous synchrotron results and FEM analyses [15] which showed in general small tensile radial stresses near the surface region that increased with depth. The distribution can be attributed to various factors, including thermal gradient effects across the coating thickness during deposition [16], quenching stresses and effects associated with different inter-laminar bonding, intra-laminar micro-cracking, and pores.

Upon incubation, a change in stress state is observed in the hoop component. It becomes compressive on the surface and decreases with depth, i.e. an opposite trend to that of the as-coated condition. With further incubation, it reverts back to a trend similar to the as-sprayed condition. The radial component remains unaffected except at the interface region. The observed change in stress state during incubation can be attributed to the volume change based on the dissolution of thermal...
decomposition products and onset of formation of an apatite-like octocalcium phosphate phase, with the former resulting from the existence of an ionic concentration gradient and the latter due to precipitation that forms due to supersaturation of the simulated body fluid with Ca2+ and HPO42- ions, respectively. Although Nimkerdphol et al. [17] observed an opposite stress state, a similar behaviour upon incubation was observed.

![Graphs showing residual stress components](image)

**Figure 4:** Behaviour of the principal residual stress components with depth and incubation time, respectively for: (a) hoop, \( \sigma_{11} \); (b) radial, \( \sigma_{33} \); (c) \( \sigma_{11} - \sigma_{33} \); and (d) average through-thickness stress gradient with incubation time.

**Conclusions**

Depth-resolved in-vitro studies employing conventional X-ray and synchrotron radiation were carried out on air plasma-sprayed HAp coatings that revealed the following:

Phase identification results showed thermal decomposition products to be present throughout the as-sprayed condition with CaO dissolving completely within 7 days of incubation. Quantitative Rietveld analyses showed a near linear decrease of HAp with depth from ~76 ± 1 to ~60 ± 1 wt% with a corresponding linear increase of TTCP from ~7 ± 2 to ~35 ± 2 wt% for as-sprayed coatings. A similar trend was observed for samples incubated between 1 and 7 days in that HAp decreased with depth from ~86 ± 1 to ~62 ± 1 wt% and TTCP increased from ~11 ± 2 to ~35 ± 2 wt%. The coating composition as a function of immersion time reveals a steep increase of HAp from ~80 ± 0.5 to a constant ~86 ± 0.5 wt%, accompanied by a decrease of TTCP from ~10 ± 2 to ~6 ± 2 wt%.

The as-sprayed condition revealed that the hoop stress varied linearly from a tensile value at the surface to compressive at the substrate interface. The radial component is low at the surface and steadily increases to a maximum tensile value of ~30 MPa at 157 μm. The observed change in stress
state, of the hoop component, upon immersion into simulated body fluid can be attributed to both dissolution and onset of bone-like apatite precipitate, octacalcium phosphate.
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Abstract. The advantages of applied compressive residual stress on fatigue properties of materials is a well-described topic, but not in all respects. Compressive macro residual stresses in the surface region with medium and high hardness increase the fatigue life and the fatigue limit compared to materials that are free from designed compressive residual stresses because of their increased resistance against crack initiation and propagation. For this aim various surface compressing methods such as burnishing, shot peening, rolling have been developed. The monitoring of residual stress variation during fatigue is important. All properties, which exert lifetime, should be analyzed. The residual stress state of machine elements can change during application, therefore it is necessary to describe how these changes are related to the operational parameters. The surface residual stress state evolution of hardened (quenched and tempered)-and shot peened-42CrMo4 steel during fatigue tests was investigated nondestructively by X-ray diffraction. Four fatigue stress levels were applied. The residual stress state was recorded in shot peened state and monitored during the fatigue tests. The fatigue test was stopped after certain cycles until the specimens fractured. The stress state was measured after each fatigue test stops and the stress relaxation is given in the percentage of the initial stress state in function of cycle number.

Introduction

Shot peening is a widely used surface compressing method to create compressive residual stress in machined elements \cite{1, 2}. The compressive residual stress state has a beneficial effect on the fatigue durability of metals, especially on fatigue strength \cite{3, 4, 5}. For the assessment of the influence of residual stresses on fatigue behavior, the stability of the residual stress state is very important. During fatigue, the macro and micro residual stress states interact with the cyclic loading stresses and the work hardening and softening processes. For example the surface compressive residual stress improves the fatigue resistance properties of all materials.

The stability of the surface compressive residual stress during low and high cycle fatigue in annealed micro-alloyed, medium carbon, perlitic and austenitic steels has been already investigated \cite{6,-9}. The authors have shown that the residual stress relaxation is not monotonic in these alloys. However, in general, machine elements, which are typically exposed to high cycle fatigue loads; (gears, shafts) are mainly made of high strength hardened steels, therefore it is worth to investigate the stability of residual stress in such material. The stability of surface compressive residual stress on hardened, shot peened CM45MV specimens during fatigue was investigated in one of our eralier project \cite{10}. Residual stress relaxation was not observable in that steel, because of the effect of microstructure defects and specimen geometry. In this paper,
our aim was to analyze the variation of compressive residual stress state in shot peened hardened 42CrMo4 steel specimens during fatigue load. This is a widely used steel in the vehicle industry especially in the case of surface compressed machined elements. These measurements are based on our earlier project. Since then, the specimen geometry was improved and the material selection has changed.

Materials

The specimens were made of EN:42CrMo4 type steel. The chemical composition is given in Table 1.

Table 1. Chemical composition of the examined steel

<table>
<thead>
<tr>
<th>Composition wt.%</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
</tr>
<tr>
<td>0.41</td>
</tr>
</tbody>
</table>

Fatigue specimens were cut from a hot rolled bar with 20 mm diameter (Fig.1). The yield strength (1200 MPa) and tensile strength (1250 MPa) were measured by three parallel tensile tests on hardened test specimens made of the same piece of bar.

The faults of the heat treatments could strongly influence the residual stress state [11, 12, 13,]. Our specimen geometry (long, thin) is especially sensitive on distortions, so the heat treatment was carried out with care. The specimens were immersed in oil by hand, used a pliers.

The specimens were induction hardened and oil quenched. To measure the temperature of the specimens and to control the inducer, Ni-NiCr thermocouple was soldered to the surface. First, the specimens were rapidly heated to 1000°C during a few seconds then the temperature was held for 2 seconds. When the sample reached 850°C, the thermocouple was cut from the specimen and the specimens were immersed in quenching oil media. During the immersion the longitudinal axis was perpendicular to the surface of the media. The tempering was carried out at 600°C in an inductive furnace for half an hour, and specimens were subsequently cooled in air. The Fig. 2 shows the homogeneous martensitic microstructure of the cross section of the quenched and tempered sample. The HV10 (subscript) hardness data on the cross section (332, 337, 339, 361, 341, 333) confirms that the quenching was successful.

Figure 1. Size of the shot peened specimens
The monitored areas of the surface is indicated with blue spheres

The next step was the shot peening. It was performed in the Rába Automotive Holding Plc. The specimens were treated together with Rába manufactured shafts in the same time. The parameters of the shot peening were given by the requirements of the shaft. This means that the parameters of the applied peening method were industrial parameters. The shot peening was carried out in a WMKD 3...
type shot peening equipment (Fig.3). The peening time was 9 minutes. Two Almen C strips were fixed on the sample holders to control the peening. The values of the Almen C probes were 0.26 and 0.24. The used peening balls were made of 1.8 mm diameter steel wire (430 HV), cut in 1.8 mm length pieces and conditioned for 4 hours. The minimal peening coverage was 150%. The average speed of the balls, which left the peening wheels was 55 m/s. As an average 117 J/mm² energy was imparted with the surface. The performance of the peening wheels was 252 kg/min.

Figure 3. Right: the specimens in the sockets before shot peening, Left: specimens after shot peening, with the Almen C holder. The heads of the specimens were shadowed during the peening.

Experiments

The residual stress was measured non-destructively by a Stresstech Xstress 3000 G3R X-ray diffractometer, resident at the Institute of Physical Metallurgy, Metalforming and Nanotechnology at the University of Miskolc. Our surface results regard to residual stress values from approximately 10 μm depth of the surface layer. All of our residual stress values refer to this layer. The stress was calculated from the shift of the {211} reflection of ferrite according to the sin²ψ method using Young’s modulus (E) of 210000 MPa and Poisson’s ratio of 0.29. Reflections were obtained in ψ geometry from 3 tilting positions in the -45°/+45° range according to Fig. 4. The spot size was 3 mm in diameter. The stress was measured with less error (scatter) than ±10 MPa in every point [10]. Fig 4 shows an example of the measured results in one point of sample No.1. The shear stress was under the 7 MPa value in every cases.

All four sides of the specimens were monitored. The axial residual stress state was recorded at 3 spots with 3 mm spot size areas, on each side of each specimen in the initial shot peened state and during the fatigue loads. The same areas were investigated in each step of the monitoring. The fatigue schedule is given in Table 2. The represented stress value is always an average of twelve data after each step. First, the residual stress field of the shot peened state was recorded, (Table 2- in.RS) then, as the specimens were fatigued and stopped (as it is given is Table 2.) the residual stress state was measured again and again until the fracture of the specimen was reached. The first six specimens were fatigued until fracture without stop. In the possession of the results of the preliminary fatigued six specimens, the expected lifetime was determined. The cycle number at the first stop was defined based on the result of the first six specimens.

The fatigue load was tensile-compressive, the stress ratio (Rσ) was -1 (Rσ = σ_min/σ_max; σ_max = 350; 400; 450; 500 MPa); so the absolute values of the tensile and compressive stresses were equal. The cyclic load was implemented by an MTS type universal electro-hydraulic testing machine of the Institute of Materials Science and Technology at the University of Miskolc.
Figure 4. The result of one measured data of sample No. 1, \( \chi \) is the tilting angle [°], \( d \) lattice distance [nm]

Table 2. The schedule of the fatigue tests

<table>
<thead>
<tr>
<th>No.</th>
<th>size [mm]</th>
<th>in. R.S [MPa]</th>
<th>( \sigma ) [MPa]</th>
<th>cycle numbers in the first step</th>
<th>additional cycle numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>7x7</td>
<td>-450</td>
<td>510</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7x7</td>
<td>-391</td>
<td>450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>7x7</td>
<td>-279</td>
<td>450</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7x7</td>
<td>-373</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>7x7</td>
<td>-264</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>7x7</td>
<td>-356</td>
<td>400</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>7x7</td>
<td>-244</td>
<td>500</td>
<td>20000</td>
<td>12500</td>
</tr>
<tr>
<td>8</td>
<td>7x7</td>
<td>-392</td>
<td>450</td>
<td>30000</td>
<td>20000</td>
</tr>
<tr>
<td>9</td>
<td>7x7</td>
<td>-282</td>
<td>400</td>
<td>45000</td>
<td>30000</td>
</tr>
<tr>
<td>H</td>
<td>7x7</td>
<td>12</td>
<td>350</td>
<td>70000</td>
<td>45000</td>
</tr>
<tr>
<td>10</td>
<td>5x5</td>
<td>-407</td>
<td>500</td>
<td>20000</td>
<td>12500</td>
</tr>
<tr>
<td>11</td>
<td>5x5</td>
<td>-360</td>
<td>450</td>
<td>30000</td>
<td>20000</td>
</tr>
<tr>
<td>12</td>
<td>5x5</td>
<td>-348</td>
<td>400</td>
<td>45000</td>
<td>30000</td>
</tr>
<tr>
<td>13</td>
<td>5x5</td>
<td>-332</td>
<td>350</td>
<td>70000</td>
<td>45000</td>
</tr>
<tr>
<td>16</td>
<td>7x7</td>
<td>-225</td>
<td>500</td>
<td>45000</td>
<td>12500</td>
</tr>
<tr>
<td>17</td>
<td>7x7</td>
<td>-254</td>
<td>450</td>
<td>70000</td>
<td>20000</td>
</tr>
<tr>
<td>18</td>
<td>7x7</td>
<td>-351</td>
<td>400</td>
<td>11000</td>
<td>30000</td>
</tr>
<tr>
<td>19</td>
<td>7x7</td>
<td>-244</td>
<td>450</td>
<td>50000</td>
<td>20000</td>
</tr>
<tr>
<td>20</td>
<td>7x7</td>
<td>-259</td>
<td>350</td>
<td>70000</td>
<td>45000</td>
</tr>
<tr>
<td>H</td>
<td>7x7</td>
<td>12</td>
<td>350</td>
<td>70000</td>
<td>45000</td>
</tr>
</tbody>
</table>

Results
The initial average residual stress values of the specimens showed a great deviation (Table 2.) The average values of the different samples were located between 225-450 MPa interval, this scattering is caused by the rough shot peening. The surface compressive residual stress relaxation of the shot peened specimens was measured at four applied stress amplitudes (500, 450, 400, 250 MPa). One specimen was fatigued in as-hardened state, so it was given no shot peening treatment. This specimen is indicated with a “H” letter and was fatigued at the lowest stress amplitude. It survived around 80000 cycles.

Fig. 5. shows the residual stress relaxation at different stress levels during fatigue loads. (Specimens 14 and 15 were notched then, investigated in another way and not presented here.) Each illustrated point is an average value of twelve performed measurements on the four sides of one specimen. Lines in group 450 MPa and 400 MPa show large scattering. The larger residual stress relaxation is not related to the larger absolute value of initial average residual stress. This scattering is acceptable in such kind of measurements.
In order to monitor the stress variation, the residual stress values measured during the fatigue tests, are presented as percentage values of the initial stress states. This unintentional scattering of the average surface residual stress measured in our specimens let us to investigate the role of it during the inspected phenomenon.

The significance of the fatigue stress amplitude is multiple: the higher stress level results shorter lifetime, and higher extent of residual stress relaxation.

To test the sample size effect on the residual stress relaxation during the fatigue load, the thickness of six specimens (No. 10-15) was decreased (5x5 mm) and shot peened again with the same peening parameters. No systematic effect is connected to the sample size. The stress relaxation rate shows an increased level by increasing the fatigue stress amplitude. It is evident that the rate of the stress relaxation is very fast in the first thousands of the cycles.

![Graph showing stress changes over cycles](image1)

**Figure 5. The residual stress relaxation at single stress levels during fatigue loads**

**Summary**
Stress relaxation of quenched and tempered 42CrMo4 steel was investigated during fatigue test. Fatigue specimens were cut and shot peened with industrial parameters. The surface compressing residual stress stability was investigated using different fatigue stress levels. Non-destructive residual stress measurements were carried by X-ray diffraction method. The fatigue load was stopped several times (3-10 stops depend on specimens) and the residual stress state is monitored in each steps. The stress relaxation is given in the percentage of the initial stress state in function of cycle number.

No sample size effect in the rate of relaxation was observable. The beneficial impact of shot peening appears in small number of cycles until the fracture of the as-hardened sample. The rate
of the stress relaxation is faster in the first thousands of the cycles. The higher fatigue stress amplitude indicates larger extent of residual stress relaxation. The absolute value of the initial residual stress state does not have systematic effect during the relaxation. The higher relaxation has no correlation with the value of the initial residual stress.

Our concept regards to high strength steel specimens. None of the applied fatigue stress levels reached the half of the yield strength. Our results are related to others (Dalaei and Kim) with differences in the material selection and in the quotient of the applied fatigue stress levels and the yield strength. Our results confirm the permission of the expansibility of the declared observations in case of steel, independently by material quality and heat treatment state.
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Abstract. Manufacturing of thin wall structures is one of the main applications of additive manufacturing, where it has significant advantages over traditional milling and machining techniques or welded analogues. Such thin walled structures are common in structural aerospace components, and are also frequently made from titanium alloys. For such large-scale components, layer deposition strategy is more advantageous rather than a pixel-wise deposition approach due to the demand for high productivity and size requirements. Several techniques can be used to produce layer-wise build-ups, including laser-powered Direct Metal Deposition (DMD) process or gas tungsten arc welding (GTAW). Although, in the general case of arbitrary thin wall structures the stress distribution is complex, for some simple geometries, the stress state is simple and can be well characterized within a model by a single parameter representing a layer deposition stress in the steady-state regime. The model calculations were verified by experimental results on a thin-walled sample component that was manufactured from Ti-6Al-4V by GTAW with the residual stresses measured using KOWARI neutron strain scanner at the OPAL research reactor (ANSTO).

Introduction
Titanium based alloys are very widely used in aerospace industry due to their high specific strength, fatigue properties and excellent corrosion/oxidation resistance [1], and frequently need to be shaped into thin-wall structures, such as wing ribs and spars, various structural elements, gear boxes, etc. Traditional metal forming (e.g. rolling, extrusion) and machining methods are difficult, labour/cost intensive [2] and frequently extremely wasteful, especially when thin-wall structures are to be fabricated, resulting in unacceptably high buy-to-fly ratios. In comparison, additive manufacturing (AM) of titanium components seems to be the most attractive manufacturing technology, dramatically improving manufacturing costs and reducing waste to minimum with almost no limitation on the component shape. While some components for aerospace applications are small scale (<300 mm) and can be readily manufactured by powder-bed techniques such as Selective Laser Melting (SLM) or Electron Beam Melting (EBM), large-scale major airplane components present challenges due to size limitations of the build chamber. In this case, other techniques such as blown-powder based Direct Metal Deposition (DMD) or wire-fed based Wire-Arc Additive Manufacturing (WAAM) are used. The latter is also often called Wire-Arc Additive Layer Manufacturing (WAALM) since fabrication route involves multiple-pass deposition to build wall-like structures in a layer-by-layer manner to produce the ‘near net shape’ profile. Development of these techniques into industrial scale for high quality production of engineering components from titanium alloys in an economically efficient way is a general challenge for AM technology at present.

Although many technological process parameters such as deposition energy and speed, feedstock deposition rate, built-up trajectory, clamping system, resulting microstructure and defect structure are
to be considered when optimising product quality and production costs, the residual stress is one of the most serious issues, being the core reason for significant bowing, bending and deflection, often resulting in compromised dimensional tolerances. For experimental studies, a single wall structure (T-shape sample) of a constant thickness and height, built on a rectangular base plate appears to be a standard choice [3-6]. Depending on the material, exact dimensions of the build-up and the process, the deflection of the back side of the base plate can vary greatly, but a typical reported deflection of the base plate in case of Ti-6Al-4V is 14 mm per 1000 mm longitudinal base length [6]. In addition to causing distortion, residual stresses may have detrimental effects on mechanical properties, especially fatigue behaviour, thereby degrading the performance of the component in service.

Considering AM process of a T-shape sample, two distinct steps or episodes in the overall stress formation can be isolated. When first layer is deposited a stress distribution in the base plate is created which is essentially very similar in nature and stress distribution to a single-bead welding path [5]. Although second and third passes can modify the stress distribution created by the first pass, all consecutive passes outstanding several mm from the base plate do not affect the base stress distribution. Instead they build-up stress in a different manner dictated by the geometry of the thin-wall structure. If the wall thickness is much smaller than the wall height and length, the zero plane stress condition is applicable with transverse stress (through thickness) being equal to zero.

The aim of the current study is to investigate residual stress build-up in a T-shaped sample made from Ti-6Al-4V by WAALM in order to quantify residual stress process within an empirical model. One of the multiple possibilities is to consider different scenarios for clamping and its influence on the resultant residual stress. This quantification will allow certain conclusions to be drawn about the mechanism(s) of residual stress formation, hence allowing the prediction of residual stresses in samples of different dimensions and, possibly, to evaluate residual stress mitigation strategies.

Sample production, process and materials
WAALM, as an arc-based deposition process can be realised in several ways, it can utilize either the gas metal arc welding (GMAW) or the gas tungsten arc welding (GTAW). The latter version has been developed in the University of Wollongong as a practical AM method with high deposition rate enabling production of large components [7]. In this process, build-up of a three-dimensional near-net shape freeform is achieved through deposition of a single row of successive weld beads onto a substrate to produce a component in a layer-wise manner. The process utilizes robotic automation that can be programmed to suit the design of the future component [8].

Using the reported WAALM, a thin-wall of Ti-6Al-4V was built to the full length along the centre line of a Ti-6Al-4V base plate (L250xW100xT12, mm). The resulting build-up thin wall was approximately 8 mm in thickness and 40 mm in height. The as-deposited was further machined via conventional milling to a wall of high precision dimensions with 5 mm thickness, 36 mm height and 178 mm length. The final shape of the component is shown in Fig. 1.

Parameters of deposition GTA welding process have been already reported [9]. The base plate, attached to a linear actuator, was moved with a travel speed of 150 mm/min, while the welding torch and wire feed were held stationary. Deposition was conducted using a current-controlled power source operating at a steady state current of 110 A and giving an average arc energy of 485 J/mm. Filler wire of 1.0 mm diameter was fed at a rate of 2000 mm/min to provide a specific energy input of approximately 10 kJ per gram of deposited material. Another sample was produced at conditions
of 20 kJ per gram of deposited material by reducing the travel speed by a factor of two. Both, the base plate and the filler wire materials were commercially sourced and produced to ASTM B265 and B863 standards respectively.

**Neutron diffraction experiment and data analysis**

Neutron residual stress measurements of the wall-structure were performed on the KOWARI neutron diffractometer at OPAL research reactor at ANSTO [10]. For the measurement the Ti(103) reflection was used at 90°-geometry employing a neutron wavelength of approximately $\lambda = 1.7$ Å. Three principal directions were measured, the normal, transverse and longitudinal across the wall height (from base plate to the top of the wall) in the middle portion of the 250 mm long sample with variable density of the measurement point (1 mm close to the base plate and 2 mm away from the base plate). More than 20 experimental points along the wall height were obtained by scanning.

To use efficiently sample geometry, a gauge volume with size of $2 \times 2 \times 20$ mm$^3$ was used for measurements of the normal and transverse strain components, while this gauge volume was reduced to $2 \times 2 \times 2$ mm$^3$ when the longitudinal component was measured. To acquire better grain statistics, the gauge volume was moved during measurements of the longitudinal component to cover equivalent volume of $2 \times 2 \times 20$ mm$^3$. For the given experimental conditions, an average accuracy of $\sim 100 \mu$strain was achieved providing stress accuracy of $\sim 20$ MPa in terms of calculated stresses (errors only due to the neutron counting statistics).

With respect to determining the sample $d_0$, the more standard approach of cutting small coupons that can be assumed stress free proved unreliable due to poor statistics associated with the comparatively large prior $\beta$-Ti grain size. As only the stress distribution in the thin wall section was of interest, an alternative approach was employed where the through thickness stress was assumed to be zero in the thin wall section. This assumption of a plane stress condition is considered valid due to the 5 mm wall thickness being of similar size to the $\sim 3$ mm gauge volume (or spatial resolution), and was seen to give results with great accuracy. Based on this condition, three $d$-spacings for three directions could be resolved into two stress components (longitudinal and normal) and $d_0$.

**Modelling of stress profile in a wall**

A simple model can be considered based on the established experimental facts that the transverse and normal components are insignificant in comparison to the dominant longitudinal component. The wall build-up process can be considered as a progressive deposition of the infinitesimal layers of material characterised by a single parameter, the deposition stress $\sigma_d$, just as the progressive deposition of layers can be applied to describe stress formation in coatings [11]. Although a generalized model can deal with dissimilar materials of the wall and the base plate, for our particular purpose, we consider only similar materials for both (same Young’s modulus and Poisson ratio).

While a newly deposited layer cools down, shrinks and acquires some intrinsic quenching stress or deposition stress in general, the T-beam bending theory can be applied to find the resultant stress distribution required to satisfy the force balance and the moment balance [12]. The resultant stress distribution can be computed in few steps. The deposition stress $\sigma_d$, in a wall element, of width $b$ and height $h$, built on the base plate, of width $B$ and thickness $H$, causes the appearance of a pair of equal and opposite forces, $F$, (one in the wall, one in the base)

$$F = \sigma_d \frac{bh \cdot BH}{bh + BH}$$

and a moment, $M$,

$$M = F \frac{(h + H)}{2}.$$

The induced stress distribution in the wall is according to

$$\sigma(y) = \frac{F}{bh} \frac{M}{I} (y - \bar{y}),$$
where position of the neutral axis \( \bar{y} \) and area moment of inertia \( I \) can be calculated for the (composite) beam as follows
\[
\bar{y} = \frac{bh \frac{h}{2} - BH \frac{H}{2}}{bh + BH},
\]
\[
I = \frac{BH^3}{12} + BH \left( \frac{H}{2} + \bar{y} \right)^2 + bh^3 \left( \frac{1}{12} \right) + bh \left( \frac{h}{2} - \bar{y} \right)^2.
\]
The same forces also produce curvature, \( \kappa \),
\[
\kappa = \frac{M}{IE} = \frac{\sigma_d \cdot (\text{geometrical factor})}{E},
\]
which is proportional to the deposition stress.

Using the above formulae, the two extreme scenarios can be considered that can be called, "fully constrained" and "fully free" base plate. In the former case, the full wall height is first build up and then the mechanical equilibrium is achieved, as would be expected when the thin-walled section is released from the constrains of the base plate. In the latter case, the equilibrium is found after each episode of the infinitesimal layer deposition, simulating continuous sample curvature change due to the stress build-up.

**Results**

The stress distributions of two stress components and two analysed samples are shown in Fig. 3. Although no assumption was made for the normal component, as it can be seen, it is very close to zero for both samples. Therefore, it can be concluded that not only the transverse component is zero, but also normal, what makes stress state very simple with only longitudinal component.

Although the specific energy input of two samples is different, there is no clear indication about correlation between stress and heat input. The only distinct feature of the high specific energy input sample, 20 kJ/g, is larger statistical oscillations most evidently related to the coarser-grained microstructure.

The neutron diffraction stress distributions in the walls were analysed with the modelling approach discussed above to produce a fit to the experimental dataset. Two scenarios, fully constrained sample and fully free, were considered and their comparison is shown in Fig. 4 together with the experimental results from the both samples. Clearly, the “fully constrained” sample assumption works the best and provides the linear trend of stress dependence exhibited in the experimental data, while “no constrain” sample obviously does not follow the trend and has a distinct non-linearity. In both cases, the deposition stress parameter was 400 MPa.

Fig. 3. Residual stress analysis for the samples of two heat input, 10 kJ/g and 20 kJ/g.
The same approach was applied to other datasets taken from the published literature. In one case the Ti-6Al-4V alloy 6 mm thin wall was additively manufactured by a similar technique and measured using neutron diffraction [6]. In the other case, a stress analysis of a steel 5 mm thin wall on the steel substrate was carried out also with neutron diffraction [5]. The experimental data from these studies also agrees with “full constrain” profiles, as shown in Fig. 5. The corresponding deposition stress is 400 MPa for the Ti-6Al-4V samples and 500 MPa for the steel sample.

Discussion

Three Ti-6Al-4V samples, considered in terms of deposition model, demonstrate remarkably close outcome, 400 MPa deposition stress. This result suggests that material properties (i.e. yield stress) are the most important factor for the stress formation. Although details of the deposition process such as deposition rate, travel speed, energy input, etc., might vary, the thermo-mechanical history of the deposited material seems to remain within a narrow envelop of physical parameters providing conditions for a stable and efficient build-up of the wall. Considering this, it is evident that the deposition stress is a result of quenching with accumulation first of very high stress, up to the yield point, followed by some partial annealing by subsequent passes.

Fig. 4. Residual stress distribution in the wall for the samples (10 kJ/g and 20 kJ/g specific energy input). Experimental points are overlapped with predicted stress profiles. Blue line correspond to “full constrain” scenario while red line is associated with “no constrain” model.

Fig. 5. Experimental residual stress distributions in walls two samples, a Ti-6Al-4V thin wall (left, adopted from [6]) and a steel thin wall (right, adopted from [5]). Experimental points are overlapped with simulated stress profiles (blue lines) calculated using “full constrain”
modelling approach is most likely unable to accurately characterise the stress field at the joint point with the base plate, as well as at the very top layer of deposited material, which would have a different history to all other deposited layers.

The tensile deposition stress due to quenching, as high as 500 MPa, is potentially detrimental to mechanical properties and most certainly leads to significant curvature of the base plate. Some stress mitigation approaches have been attempted to reduce stresses [4], though the definition of the most practical and most efficient solution remains one of the challenges for additive manufacturing technologies.

Summary
In this study, an experimental and modelling approach were attempted to characterize residual stress distributions in a thin wall deposited by additive manufacturing (WAALM). It was demonstrated that the stress state may be characterised only by the longitudinal component and that the model can provide a general steady-state linear behaviour of the longitudinal stress distribution in the wall observed experimentally. Typically very high tensile deposition stresses are produced by WAALM, 400 MPa for Ti-6Al-4V and 500 MPa, as in the reported examples, highlighting the requirement for stress mitigating strategies if component distortions during additive manufacturing are to be avoided.
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Abstract. In this paper, four types of A7N01S-T5 aluminum alloys with different chemical elements were investigated. Welded joints of the alloys were fabricated under 70% environmental humidity conditions at 10°C with single pulse GMAW welding technology. The alloys and their joints were tested and examined with impact toughness, porosities distribution and Synchrotron Radiation. The element results showed that the elements of Zn and Mg were the main factors that affect impact properties of the alloys. The #2 alloy which has the element of Zn-4.29 Mg-1.56 Mn-0.22 Cr-0.14 Zr-0.01 Ti-0.027 had the best impact properties which were 20.76J. The results indicated that the #2 had the lest stomatas only 22 and had the lowest porosity rate of 0.009%. Weld zone compared with the base material, the content of Mn and Ti had reduced. The #2 residual stress evenly distributed, the maximum tensile stress was 99Mpa in weld and the maximum compressive stress -66Mpa in base metal forming.

Introduction
A7N01S-T5 aluminum alloy belongs to the Al–Zn–Mg alloy series. It has been widely used in high-speed train bodies and welding structures, such as corbels, beams and under frames due to its high strength, low density and good welding properties [1-2]. Porosity is one of the main defects produced in gas metal arc welding (GMAW) of aluminum–alloy structures during fabrication of high speed trains. Hydrogen (H) is the main contributor to porosity during welding. The solubility of H ions decreases as the temperature of the weld pool decreases during cooling. Thus, the H ions will escape from the weld pool during cooling by forming bubbles and floating to the surface. Bubbles that do not escape the weld pool become porosity. Research results conclude that porosity results a reduction in strength.

In addition to Al and the main alloying elements Zn and Mg, A7N01S-T5 alloy contains minority elements and impurity elements, such as Mn, Cr, Zr, Ti, Fe and Si. It has generally been recognized that alloying element and treatment determine the grain type, grain size, and distribution of precipitated phase, which affect the strength and fracture toughness of the alloy. Although extensive studies on one or two elements have been made to affect various mechanical properties and microstructural changes in Al–Zn–Mg alloys, published works on multiple elements of the same is rather limited. In this paper, the elements which have a similar effect on the properties would be taken into consideration as the same one factor. Therefore, it is important to understand the effect of elements on porosity distribution, impact toughness, residual stress distribution of A7N01S-T5 aluminum alloy welded joints in high-speed trains.
Materials and experimental work

Four types of 8mm thick aged Al–Zn–Mg alloys (A7N01) with T5 aging were provided and named #1, #2, #3 and #4. The detailed composition were listed in Table 1. Welded joint samples were made by Metal Inert-Gas (MIG) welding method with PHOENIX 421 EXPERT welding machine with ER5356 welding wire with a diameter of 1.6mm. In order to remove the oxides and decrease the porosity of the joints, the surface of the base metal was chemical cleaned before the welding process. During welding experiments, 99.999% pure argon was used. The room temperature was 10 ℃ and the room humidity is 70%. The elements of the A7N01S-T5 base material and ER536 are listed in Table 2. The welding technology was listed in Table 3.

Table 1 Base metal chemical element (wt%)

<table>
<thead>
<tr>
<th>Sample No.</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Cr</th>
<th>Zn</th>
<th>Ti</th>
<th>Zr</th>
<th>V</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>0.10</td>
<td>0.13</td>
<td>0.12</td>
<td>0.35</td>
<td>1.41</td>
<td>0.27</td>
<td>4.14</td>
<td>0.02</td>
<td>0.01</td>
<td>0.17</td>
</tr>
<tr>
<td>#2</td>
<td>0.08</td>
<td>0.14</td>
<td>0.11</td>
<td>0.28</td>
<td>1.56</td>
<td>0.14</td>
<td>4.29</td>
<td>0.02</td>
<td>0.01</td>
<td>0.17</td>
</tr>
<tr>
<td>#3</td>
<td>0.09</td>
<td>0.16</td>
<td>0.06</td>
<td>0.36</td>
<td>1.55</td>
<td>0.26</td>
<td>4.59</td>
<td>0.06</td>
<td>0.01</td>
<td>0.13</td>
</tr>
<tr>
<td>#4</td>
<td>0.11</td>
<td>0.26</td>
<td>0.28</td>
<td>0.35</td>
<td>1.56</td>
<td>0.26</td>
<td>4.60</td>
<td>0.07</td>
<td>0.02</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 2 Chemical element of ER5356 filler wire (wt%)

<table>
<thead>
<tr>
<th>element</th>
<th>Si</th>
<th>Fe</th>
<th>Cu</th>
<th>Mn</th>
<th>Mg</th>
<th>Cr</th>
<th>Zn</th>
<th>other</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>element</td>
<td>≤0.2</td>
<td>≤0.1</td>
<td>≤0.1</td>
<td>0.05-</td>
<td>4.5-</td>
<td>0.05-</td>
<td>≤0.10</td>
<td>≤0.15</td>
<td>marg</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0.20</td>
<td>5.5</td>
<td>0.20</td>
<td>10</td>
<td></td>
<td>in</td>
</tr>
</tbody>
</table>

Table 3 Welding process parameters

<table>
<thead>
<tr>
<th>Material Type</th>
<th>thickness (mm)</th>
<th>Passes</th>
<th>Welding current(A)</th>
<th>Welding voltage(V)</th>
<th>Welding speed(mm/min)</th>
<th>Soldering Temperature (°C)</th>
<th>Welding humidity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#1</td>
<td>8</td>
<td>1</td>
<td>198-220</td>
<td>23.3-25.2</td>
<td>600-656</td>
<td>10°C</td>
<td>70%</td>
</tr>
<tr>
<td>#2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#3</td>
<td>2</td>
<td></td>
<td>205-225</td>
<td>24.1-25.6</td>
<td>636-656</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#4</td>
<td>3</td>
<td></td>
<td>208-232</td>
<td>24.5-25.9</td>
<td>500-525</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The residual stresses evaluation of welded joints were evaluated using ultrasonic residual stress measurement. The measuring equipment is HT1000 residual stress evaluation machine, as shown in Fig. 1.
The samples that were used for optical microscopy observations were prepared by Keller reagent (1% HF + 1.5% HCl + 2.5%HNO3 + 95% H2O). The microstructures of the samples welded joints were examined using a Zeiss AX10 optical microscope. The cross sections of the welded joints first were examined using a VHX digital microscope and then the porosity quantity was analyzed with Image-Pro Plus software based on a color-difference analysis method.

The residual stresses evaluation of welded joints were evaluated using ultrasonic residual stress measurement. The measuring equipment is HT1000 residual stress evaluation machine, as shown in Fig. 1.

**Results and discussion**

The impact toughness of the base metal and the weld zone are shown in Fig. 2. The difference was tiny and the H#2 alloy had the highest Impact with 20.67J. The H#1 alloy had the lowest Impact lower 7J.

By comparing the cross-sectional morphologies at various element in Fig. 3. The porosity quantity and area ratio of #2 were the lowest and the values of them were the highest in #3. From Fig. 4, the concentration of Mn was apparently different between the weld and HAZ, and the concentration in the weld is lower than that of base metal. The reduction of Mn could lead to generate some harmful phases, e.g. b-AlFeSi phase with gray-needle shape, and Mg2Si phase with black-striation shape, which usually can be found at the grain boundaries. Therefore, the mechanical properties can be

**Fig.1 Ultrasonic residual stress measurement system**

**Fig.2 Impact energy of A7N01S-T5 alloy at various composition**

**Fig.3 Cross-sectional morphologies at various element**

**Fig.4 Concentration of Mn in the weld and base metal**
seriously affected by the vaporization of Mn. Ti can help to form TiAl₃ dispersion particles and refine the weld structure.

Fig. 3 Porosity quantity and possession rate as a function of four samples (a) Porosity quantity (b) possession rate.

Fig. 4 LXRF maps of elements inside base metal and joints, (a) Base metal element Mn, (b) Weld element Mn, (c) Base metal element Ti, and (d) Weld element Ti.
Fig. 5 X axis the residual stress distribution of total area: (a)#1, (b)#2, (c)#3, (d) #4.

For # 1 and # 2, the area occupied by tensile stress is significantly greater than that by compressive stress. For #3 and # 4, the area of tensile and compressive stresses is quite different. The # 1 alloy maximum tensile stress was 132Mpa in weld, the maximum compressive stress was -33Mpa in base metal. The # 2 plate maximum tensile stress was 99Mpa in weld and maximum compressive stress -66Mpa in base metal. The 3# alloy maximum tensile stress was 120 Mpa in weld, the maximum compressive stress was -132Mpa in base metal. The # 4 alloy the maximum tensile stress is 66Mpa in weld, the maximum compressive stress -99Mpa in base metal.

Summary
(1) A7N01 different element of the alloy has a great influence on mechanical properties. Combination with welding defects and content of alloying elements can be found in the impact properties #2 sample is preferable.

(2) With the help of SR-IXRF, the distribution of these strengthening alloy elements in the base metal d and welded joint was obtained. From this distribution, the vaporization of Mn and Ti should also take responsibility for the different of the impact performance of the base metal and the welded joint.
(3) Under the same condition of welding surroundings and constraints. Different components of welded plates have different weld residual stress distribution. # (Zn-4.29 Mg-1.56 Mn-0.22 Cr-0.14 Zr-0.01 Ti-0.027) stress distribution was evenly, the maximum tensile stress was 99Mpa in weld and the maximum compressive stress -66Mpa in base metal.
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Abstract. Aft pressure bulkhead ring frames on the RAAF P-3C Orion aircraft are being replaced due to in-service fatigue cracking. Installation of the new 7075-T6511 extrusion L-section circular frame requires local adjustment of the included angle at various positions around the circumference. The adjustment should be carried out under a controlled temperature in the range of 135 – 160° C. However in some recent cases the temperature was either not well controlled and/or was below that range, raising concerns about the potential for adverse residual stresses in a region already known to be susceptible to fatigue. This paper details an investigation including 3-D non-linear finite element (FE) modelling and X-Ray diffraction based residual stress measurements on representative frame segments. The FE modelling was performed with NASTRAN using 3-D solid elements. Plastic behaviour was modelled using a Ramberg-Osgood approach. The X-Ray diffraction was performed using a Proto iXRD Combo instrument with a Cobalt X-ray source and a rectangular aperture (1.0, 1.5 or 2.0 x 5.0 mm depending on the location) and also electro-polishing for depth data. Permanent resultant angles of the frame segments were also measured using a “MarSurf CD 120” contact profiler. Typically low residual stresses were found for both the within and the below specification temperature cases. The FE and measurements were in reasonable agreement giving confidence in the results. The results from this work supported a decision to clear affected aircraft for a return to service.

Introduction
The aft pressure bulkhead structure at FS 1117 on the P-3 Orion aircraft, Figure 1, includes an approximately “L” shaped forward frame segment, Figure 2. The frame, manufactured from 7075-T651 alloy extrusion has a nominal included angle of 100°. Due to cracking which has occurred in service at the location of interest shown in Figure 2, the frames are being replaced on some RAAF aircraft. During installation of the new frames, the included angle needs to be adjusted in some areas. In the upper region of the fuselage the angle is tightened to about 94°, and in the lower end the angle is increased to about 102°. The angle adjustments are performed mechanically as shown in Figure 3 with locally applied heating [1]. The temperature range for the heating should be carefully controlled and thermocouple measurements are to be taken to ensure that the temperature range is controlled to the range 135 – 160° C. In some cases however, thermocouple measurements were not taken and it was thought that the hand forming in those cases may have occurred at a temperature below the specified range.
Even if the forming process is carried out correctly, residual stresses are expected to be present in the frame. But there was a concern that if the process was carried out incorrectly in terms of temperature control in particular, then the final residual stress state might be such that fatigue crack growth and fatigue life would be significantly degraded.

This paper provides a summary of experimental and analytical activities to investigate this issue. The objective was to determine if performing the ring frame adjustments without correct temperature control would result in a significantly detrimental outcome in terms of residual stress. Samples of ring frame segments were obtained including the following scenarios; upper and lower locations, parts removed from a service aircraft, adjusted parts with and without proper temperature control, and nominal as manufactured parts. This resulted in a total of eight test specimens. The main area of concern is the upper frame where the nominal angle is reduced. That scenario is expected to result in tensile residual stress at the inner surface which is the location where fatigue cracking has been experienced in service.

X-Ray residual stress measurements were conducted using a Proto iXRD Combo with a cobalt x-ray source and a rectangular aperture (1.0, 1.5 or 2.0 x 5.0 mm). Measurements were taken wherever possible on the inner and outer surfaces at the location of interest, and also into the depth using electro-polishing. The analytical work included three-dimensional elastic-plastic finite element
modelling using MSC Nastran. These results were compared and used to determine if performing the frame adjustments without controlling the temperature would result in a detrimental outcome in terms of residual stress.

**Finite Element Modelling**

Finite element modelling was performed using NASTRAN with six-sided, eight-noded solid non-linear elements. Plastic behaviour was modelled using a Ramberg-Osgood approach. Further details are provided in [1]. The most significant result for comparison later with the measurements relates to the Specimen 1 scenario of an upper location with a nominal angle reduction of 6°. The FE predicted stress in that case is 385 MPa with room temperature forming, and 300 MPa with 160° C forming. The FE analyses also determined that if the stress was tensile at the inner surface, then the stress is compressive at about the same magnitude at the outer surface. This finding was very important for the assessment of the X-Ray based residual stress measurements because many of them were conducted from the outer surface due to texturing and access difficulties with inner surface measurement. These were the key findings from the FE modelling to be compared with the X-Ray residual stress and final angle measurements which are discussed next.

**Measurement details**

**Specimen descriptions.** A total of eight test specimens were available. These covered both the upper and lower locations, combined with the three scenarios of forming with and without proper temperature control, and no forming at all (as manufactured). Another two were the upper and lower sections removed from a service aircraft, Tail Number A09-662. It was also noted whether the section was from the left or right hand side (LH, RH), but that was not expected to be a significant variable here and was not explicitly investigated.

The specimens provided have an arc length of about 500 mm. A typical example is shown in Figure 4.

![Figure 4 Typical FS1117 ring frame specimen provided for investigation](image)

**X-Ray diffraction details.** X-Ray diffraction measurements were performed with a Proto iXRD Combo with a Cobalt X-Ray source and a rectangular aperture (1.0, 1.5 or 2.0 x 5.0 mm). Profile measurements into the depth were made wherever possible. Depth measurements were performed by taking progressive electro-polishing cuts using the Proto system. Most measurements were taken from the outer surface, but some readings were also undertaken where possible on the inner surface. The typical set-up for an outer surface measurement is shown in Figure 5.
When measurements were taken on the inner surface it was necessary to cut away part of the thick flange to ensure that the X-Rays were not shielded from the region of interest. A sample with the flange cut away is shown in Figure 6.

**Included angle measurement details.** The included angle measurements were performed using a Mahr “MarSurf CD 120” contact profiler. Measurements were taken at each end of each sample, and also at the mid-region. The precision of the instrument is such that angle measurement to at least the nearest 0.1° or better is expected.

**Results**

The residual stress results into the depth from the outer surface are detailed in Figure 7. In addition, the following surface only results were obtained for the residual stress measurements:

<table>
<thead>
<tr>
<th>Specimen 8 (lower frame, as manufactured)</th>
<th>Specimen 3 (lower frame, removed from service aircraft)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outer surface</td>
<td>Inner Surface</td>
</tr>
<tr>
<td>Stress -50 +/- 10 MPa</td>
<td>Stress -13 +/- 10 MPa</td>
</tr>
</tbody>
</table>
Figure 7: X-Ray diffraction residual stress measurements with depth

The included angle measurements are detailed in Table 1.

**Table 1: Included angle measurement results**

<table>
<thead>
<tr>
<th>Specimen #</th>
<th>Description</th>
<th>Formed, Y/N</th>
<th>Thermocouples used, Y/N</th>
<th>Desired angle change, degrees</th>
<th>Measured Angle, degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>RH Upper</td>
<td>Y</td>
<td>N</td>
<td>100 to 94</td>
<td>92.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>91.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>93.0</td>
</tr>
<tr>
<td>2</td>
<td>RH Upper, removed from A09-662</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>95.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94.1</td>
</tr>
<tr>
<td>3</td>
<td>RH Lower, removed from A09-662</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>102.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>101.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>103.1</td>
</tr>
<tr>
<td>4</td>
<td>RH Lower</td>
<td>Y</td>
<td>N</td>
<td>100 to 102</td>
<td>102.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>104.3</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>103.2</td>
</tr>
<tr>
<td>5</td>
<td>LH Upper</td>
<td>Y</td>
<td>Y</td>
<td>100 to 94</td>
<td>94.8</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>94.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>95.0</td>
</tr>
<tr>
<td>6</td>
<td>LH Lower</td>
<td>Y</td>
<td>Y</td>
<td>100 to 102</td>
<td>102.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>103.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>104.7</td>
</tr>
<tr>
<td>7</td>
<td>RH Upper</td>
<td>N</td>
<td>N/A</td>
<td>None</td>
<td>98.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.0</td>
</tr>
<tr>
<td>8</td>
<td>RH Lower</td>
<td>N</td>
<td>N/A</td>
<td>None</td>
<td>98.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>98.2</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>97.2</td>
</tr>
</tbody>
</table>

**Discussion**

The objective of this work was to measure the state of residual stress and final included angle for a range of representative scenarios in P-3 aft pressure bulkhead forward ring frames. It was not possible to obtain residual stress measurements in all the samples. This was attributed to texture effects in the elongated “pancake” type grain structure which is present in the 7075-T651 extruded ring frame segments. The texturing makes it more challenging for the X-Ray approach to obtain acceptable diffraction signal to determine the stress condition.

The peak residual stress in the tested ring frames were found to be mostly low, i.e. less than 50 MPa in magnitude. The most significant residual stress measured was about -250 MPa (compression) at the outer surface on sample 1 which was at the RH upper location (no temperature control) with a nominal angle change from 100° to 94°. In comparison, the FE result for a nominal
6° angle change is -385 MPa (compression) at room temperature, and -300 MPa at 160° C. Given that some heat was applied to Specimen 1, the comparison between the FE and the measurement is considered reasonable, with the FE being more conservative. In this case, the “spring back” effect explains why the stress state would be significant compression on the outer surface. The measured final angle was in the range 91-93° (see Table 1), which is slightly lower than the “target” angle of 94°. So the residual stress is expected to be larger in magnitude than if the final angle was higher (less change). These results can be compared with Specimen 2 which was removed from a service aircraft. The upper location nominally requires a reduction in the angle from 100 to 94°. For Specimen 2, the measured angle was about 94-95° which implies that less change was applied compared to Specimen 1. The peak residual stress at the outer surface for Specimen 2 was very low, 15 MPa, which is consistent with the observations just described.

Specimen 3 was removed from an aircraft and was at the lower location, where the angle is nominally increased from 100 to 102°. The “spring back” effect mentioned earlier suggests that a state of residual tension would be expected at the outer surface, but in fact the measured stress was about -13.0 MPa (compression), which is very low. The final angle was measured at about 102-103°, which is very close to the target value. But the angle change in this case was likely very small. The highest absolute stress measured in any sample was a tensile stress close to +50 MPa at a depth of about 0.04 mm in Specimen 2, which was removed from the upper location in a service aircraft A09-662. The final angle was measured to be 94-95°. Being the upper location, like Specimen 1, the nominal condition would be decreasing the angle from 100 to 94°. In this case it appears likely that the angle change was therefore in the range 5-6°, which is less than for Specimen 1 where the nominal change was 7-9°. It is therefore consistent that Specimen 1 would exhibit larger magnitude residual stress than Specimen 2.

It is important to note that the measured residual stress even in new ring frame segments with no angle change were around -50 MPa (compression) at the outer surface (Specimens 7 and 8). This is a measure of the typical residual stress in the as-manufactured condition, so this gives an indication of the possible starting point for residual stress in these frames.

**Conclusions**

The residual stress state and final angle for a range of representative FS1117 forward ring frame samples were measured and reported. The residual stresses were generally low. The results suggest that the residual stress state is more likely to be related to a combination of the initial state and the angle change itself rather than whether the temperature was controlled or not. The FE analysis showed that although the temperature condition had some effect, the main parameter which influenced the residual stress condition was the permanent angle change. The X-Ray measurements showed that the FE analysis was conservative. It is therefore concluded that the ring frame segments where poor temperature control was applied would be expected to be not significantly worse in terms of residual stress than the cases where the specified temperature range was applied. This supported a decision to allow the affected aircraft to be returned to service.
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Abstract. This paper presents the results of a residual stress analysis that is part of a wider study of Cypriot Bronze Age knife and other weapon blades from a corpus of artefacts held by a number of institutions in Australia. The current focus is on knives from Early/Middle Bronze Age burial sites at Bellapais Vounous, Cyprus; a significant number of the blades were found on excavation to be bent. The aim of the study was to provide, by means of non-destructive neutron residual stress analysis, likely insights into fabrication methodologies of the knives and determine the stage in the life of each knife blade at which bending occurred. Two Vounous knives from the Australian Institute of Archaeology collection, one measurably bent and the other severely bent and broken, were studied using neutron diffractometer KOWARI to establish the residual stress profiles through the thickness of the knives at several locations. Since the knives were 1 - 2 mm thick at their thinnest sections, a very high through-thickness spatial resolution of 0.1 mm was used to resolve the residual stress profiles. The experimental data from the knives suggested forging/hammering as a possible method of fabrication of functional (hard edge) knife blade. Most significantly, however, the post fabrication bending of both knives at ambient temperature was established. The residual stress data for the two knives were considered in the context of reported metallurgical studies and the archaeological information from Cypriot Bronze Age sites.

Introduction

The work reported in this paper brings together some aspects of the physical metallurgy of a specific corpus of artefacts from the well-documented burial site Bellapais Vounous, Fig. 1, an Early/Middle Bronze Age site in Cyprus (c 2450-1700 BCE). The site is a cemetery of over 160 tombs that were excavated by a number of archaeologists; notably Dikaios [3] and Stewart and Stewart [4]. Post excavation, the metallic artefacts, (including spearhead, knives and razors) and others of pottery were distributed to a small number of museums in England and Australia. Many of the Vounous artefacts available for study in Australia are provenanced to specific tombs at the site; and thus can be used to

Fig. 1. Map of Cyprus showing the location of Bellapais Vounous and other Early/Middle Bronze Age sites (after [1, 2]).
provide insights into origins of raw material, use of the material, fabrication methods and treatment of the artefacts when used as burial items. These objects belong to early phase metallurgy in Cyprus and therefore offer insight into the nature and origins of its ancient copper industry. One particular feature of the Early/Middle Cypriot Bronze Age burials is that a significant number of knife and spear blades from this, and other, Bronze Age sites were found, on excavation, to be bent. Many scholars have noted the deliberate destruction or disabling of metal weapons in burial contexts (e.g. [2, 5-7]). Often referred to as ‘ritual killing’, the act of disabling is believed to have taken place at the burial site and assumed to have been intended to enable the weapons to accompany the dead and perhaps ensure that they could not be used as weapons after burial. Any insights into the fabrication route of the knives and determining the stage in the life of each knife blade at which bending occurred are highly desirable.

There have been limited metallurgical studies of Vounous metallic artefacts and much of the work to date has provided elemental analyses [1, 8], Pb isotope analysis [1] and metallography [9]. Through the metallographic analysis [9], there is a notion that the blades/weapons had been cold worked from original states, most likely cast blanks, annealed and then additionally cold worked to their final form. Since residual stresses are intrinsically linked to each of these processes, there is a potential to provide new and corroborating information about the fabrication and treatment or handling of the Early/Middle Bronze Age bronze artefacts from fabrication and post-fabrication perspectives and possibly to support the view of ritual bending practices at some ancient Cypriot burials. Although application of neutron diffraction to study ancient bronzes has been reported [10], there are currently limited data and, to the authors’ knowledge, no studies of residual stresses or textures within the corpus of Vounous artefacts. The current paper reports the results of the application of non-destructive neutron diffraction methods to two Bronze Age knife blades from Vounous.

Fig. 2. Two knife blades, IA 2.525 (left) and IA 2.268 (right), from the Stewart excavations at Bellapais Vounous [4]. For IA 2.525, only the section illustrated within the red boundary was available for study while the severely bent section of the blade was lost some time after photographic recording for reference 4.

Samples
Two knives from the Australian Institute of Archaeology, AIA, Vounous artefacts IA 2.525 and 2.268 (Fig. 2), were submitted for neutron diffraction residual stress study and chemical analysis at the Australian Nuclear Science and Technology Organisation, ANSTO. Both knives were found bent in situ. Artefact IA 2.525 was bent through 180° and was found fractured. Artefact IA 2.268, was bent to approximately 40° at the mid-section of the blade.
Elemental characterization of IA 2.525 and IA 2.268

The chemical compositions of the two Vounous knives were determined by combined Proton Induced X-Ray Emission spectroscopy (PIXE) and Proton Induced Gamma-ray Spectroscopy (PIGE) using 2.5 MeV proton beam at the ANSTO Centre for Accelerator Science. The chemical analyses of other Vounous artefacts studied in work of Webb et al. [1] and Craddock [8] demonstrated that the majority of blades analyzed were essentially Cu-As alloys with, usually, 2.5-5 wt.% As. The two Vounous blades studied in this work were significantly different alloys, with As < 0.5 wt%; IA 2.525 contained 1.30 wt% Zn and only a trace of Sn and IA 2.268 contained 0.56 wt% Zn and 0.66 wt% Sn.

The absence As suggests that the knives were struck from a low As indigenous copper ore. With the arsenic content of IA 2.525 and IA 2.268 at < 0.5 wt%, much lower than threshold of 2.0 wt%, which some archaeologists believe is an indicator of deliberate alloying with this element, the ability to develop a hardened cutting edge would have been limited. As modern chemical analyses have shown, for copper blades from Cypriot Early/Middle Bronze Age sites, including Vounous, As was most likely added as an ore in the smelting process the result of which aided casting and increased propensity for work hardening [11]. The presence of Zn in IA 2.525 confirms an earlier analysis reported in Stewart and Stewart [4]. Balthazar [9] and other researchers have noted the presence of Zn in some Early/Middle Bronze Age artefacts but no conclusions about its presence have been drawn, other than questioning some earlier analytical methods. Further chemical analyses of Cypriot artefacts in Australian institutions are proposed and these may provide additional insights regarding Zn and other elements as alloying elements.

Neutron residual stress measurements

The residual stresses within the two Vounous knives were determined using the ANSTO KOWARI neutron stress diffractometer. [12]. Neutron diffraction stress measurements were undertaken at three gauge locations (L1, L2 and L3) on IA 2.268 (Fig. 3) and at one location (L1) on IA 2.525 (Fig. 4), to determine the stress profiles through each of the blades. With thickness of the blades varying from 1 to 2 mm, through-thickness stresses were measured with a relatively high spatial resolution of 0.1 mm in through-thickness dimension. The strongest Cu(311) reflection was used for the residual stress measurements at wavelength of 1.55 Å. A gauge volume of 0.1×0.1×10 mm³ was used for the measurements in the three principal directions (longitudinal, normal and transverse) at the central line of the blades, at L1 and L2, however for measurements in the thinnest section of IA 2.268 the gauge volume, at L3, was reduced to 0.1×0.1×7 mm³.

To fully resolve the stress state, a zero normal stress condition was used to calculate stresses with high accuracy at the same time making possible non-destructive determination of each lattice parameter d₀ of the alloy. A large number of measurement points through thickness, 9-13, with 0.1 mm steps, was considered necessary to determine several possible contributions to the total residual profile (hot forging, cold hammering, bending, etc.) which were resolved and separated. With measurement time of only 10-20 minutes per through-thickness position, a strain accuracy of 50 µstrains was routinely achieved.

Fig. 3. Approximate locations of the three positions used for residual stress measurements of IA 2.268.

Fig. 4. Approximate locations of the position used for residual stress measurements of IA 2.525.
Results and discussion

The results of the residual stress measurements at the gauge locations L1, L2 and L3 for IA 2.268 are shown in Fig. 5 a,b,c and for gauge location L1 for IA 2.525 in Fig. 6.

Fig. 5 (a & b). Residual stresses (transverse and longitudinal components) through thickness of knife IA 2.268 at positions L1 and L2.

Fig. 5c. Residual stresses (transverse and longitudinal components) through thickness of knife IA 2.268 at position L3.

Fig. 6. Residual stresses (transverse and longitudinal) through thickness of knife IA 2.525 at position L1.

The through-thickness residual stress profiles of the transverse direction are similar for both blades and all locations. However, the transverse component of the thicker knife IA 2.525 at position L1 seems to incorporate also a bending stress component (slope) that is superimposed by the surrounding parts of the blade other than the location of measurements. Assuming that the plastic bending in the blades does not significantly affect the other stress components, most likely it is representative of the pre-bending treatments that can be associated with combination of hot forging
or hammering (producing typical U- or V-shape stress profiles) and surface cold hammering (producing flattening of the stress profiles close to the surfaces due to compressive peening contributions). A contemporary analogue of a similar production route is given in Fig. 7. Therefore, the results show the expected route of production of similar bronze blades with possible heating and hammering a cast metal blank into shape as discussed below.

The through-thickness profiles of the longitudinal stress components are clearly a sequence of bending applied to both samples. A typical for bending “z-shaped” profile of the longitudinal component (Fig. 8) appears in the thickest part (L1) of the both blades. Thus, the through-thickness residual stress profiles of the longitudinal direction strongly indicate that the blade had been bent in the cold state. The longitudinal stress profile in the location of maximum curvature (L2) is most probably indicative of double bending, although the experimental data might be affected by microstructural variations and casting defects. This could be resolved at a later time through metallographic studies although currently this is not planned. Neutron imaging methodologies may also prove effective in identifying highly deformed material and the presence of inclusions, Cartechini et al [13].

Finally, the thinnest part of the bent knife IA 2.268, L3 evidently does not show the same bending pattern as for the thick part but rather bending in the opposite direction suggesting that the bending support point was between the point of maximum bending and the location of measurements. Alternatively, the profile could be interpreted rather as an evidence that one side of the blade (right side in Fig. 5a) was worked by forging/hammering at ambient temperature as the last episode of the treatment producing compressive zone in the surface region balanced by tension zone but most likely this treatment would produce the same feature in the transverse component that is not corroborated by the experimental data at L2.

Overall, the residual stress signatures for IA 2.525 at L1 and IA 2.268 at L1 were similar and consistent (although sample IA 2.268 is represented with just one profile) and suggested that both blades were subjected to bending at ambient temperature after fabrication.

**Historical context**
Webb and Frankel [2] p 132 note, (the) “Intentional breakage or distortion of copper-based spearheads and knives clearly occurred across Cyprus during the Early and Middle Bronze Age. While the practice was not universal, the number of examples is by no means insignificant.” Their analysis showed that, of the knives excavated from Early/Middle Bronze Age sites, some 22.3% of 301 known knives from Early/Middle Bronze Age burials were bent to greater or lesser degrees, and of interest is that 33.8% of the knives recovered at Vounous, were damaged in some way. It is, of course, possible that some of the damage was accidental and residual stress measurements will not differentiate this aspect of damage, particularly where there are only small amounts of bending, possibly for bends of up to 20 degrees.

The residual stress results of IA 2.268 and IA 2.525 does not contradict the suggestion by Balthazar [9] based on metallographic evidence that the knife blades had been forged or hammered from what was most likely a “blank” (as cast) to achieve the final shape with evidence of annealing after hammering. This is also consistent with the results of excavations at other Early/Middle Bronze Age Cypriot sites, such as Sotira Kaminoudhia [14] where both a dagger and cast blank for a dagger were found. Casting moulds for ingots have been found at Alambra Mouttes and Marki Alonia [15].

The residual stress results suggest that the objects were not knives specifically made as burial objects, but rather normal functional tools with work hardened blades. The knives IA 2.268 and IA 2.525 may have been used at or around the site of Vounous, but certainly, as functional tools, they must have had sufficient significance to be included in burials that warranted “removal” of the knives from utilitarian circulation. Knife IA 2.268, for example, was most probably of significance to either the person buried in Tomb 85A or/and as part of a burial ritual. Additionally, the deliberate damage to the knife blade by bending suggests that the functionality of the blade was destroyed or disabled prior to its deposition in the tomb. As deliberate damage is observed across a number of Early/Middle Bronze Age burial sites this suggests a consistent burial practice or ritual, see [1, 7] for discussions on this matter.
Summary
This preliminary study of residual stresses in two Bronze Age knives from the Australian Institute of Archaeology collection was undertaken using the KOWARI neutron diffractometer at ANSTO. The results provided evidence for the hammered “working” of one blade edge of one of the knives and suggested that both knives were subjected to bending after fabrication.

This information, when used with data from Vounous and other similar sites and other compositional and metallurgical analyses, provide a basis for placing these artefacts within Early/Middle Bronze Age material and social context, particularly their use in burials as part of mortuary practices.

This work has demonstrated the value of using neutron diffraction residual stress measurements for the non-destructive study of ancient metallic artefacts, which is particularly important from a cultural heritage and artefact preservation perspective.
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Study of Stress Partitioning in a 0.68 wt%C Pearlitic Steel Using High Energy X-Ray Synchrotron Radiation
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Abstract. In the present work, the evolution of the phase stresses in a 0.68 wt%C pearlitic steel is analyzed by synchrotron diffraction during uniaxial tensile loading, at room temperature. The diffraction measurements were done at ESRF beamline ID15B (Grenoble, France). The microstructure of the studied material, obtained after austenitizing at 1050°C for 7 minutes followed by cooling under blowing air, corresponds to fully pearlitic steel with a cementite volume fraction of about 12.5%. As expected, the results show a clear effect of elastic and plastic anisotropy in both phases. For the interpretation of the diffraction data, different models are compared. In the elastic range and for small plastic deformation, the self-consistent model presents the best agreement with the experimental data. For large plastic deformation, this model does not predict correctly the stress partitioning between the phases as well as the macro behavior of the studied steel. Therefore a mixture model “(1-x)*self-consistent model + x*Taylor” was used to take into account the interaction between the phases.

Introduction

Offering an excellent combination of ductility, strength and cost, the fully pearlitic steels are the most used plain carbon steels in manufacturing to produce wires for reinforcing tires, cables for suspension bridges, engineering springs for automotive and railroads. The role of the microstructure and specially the interlamellar space in the mechanical behavior and fatigue resistance of pearlitic steels has been studied in previous works [1, 2]. In-situ diffraction technique during mechanical loading is a powerful method to investigate the mechanical behavior of the phases and the stress partitioning between the cementite and the ferrite [2-5]. Only few results concerning the role of the
lamellar cementite in the hardening of the fully pearlitic steel have been reported [1, 2]. We propose in this study to apply to fully pearlitic steel an approach based on the analysis of the mechanical properties of the polycrystalline material at the grain and phase scale using synchrotron X-ray diffraction technique and elasto-plastic models.

**Material**

The pearlitic steel EN C70 (SAE 1070) investigated in this study was produced by ASCOMETAL France Company in the form of bars of 80 mm in diameter. Its chemical composition is given in Table 1. The bars were submitted to an austenitizing at 1050°C for 7 minutes followed by cooling under air blown. The resulting microstructure consists of entirely pearlite colonies having an average size of 7-8 µm with cementite plates lamellae spaced by 170 nm (Fig. 1). The cementite fraction was estimated at 12.5 vol% using Rietveld phase quantification from X-ray diffraction data. The mechanical properties of the obtained microstructure are reported in Table 2.

**Table 1- Chemical composition of EN C70 pearlitic steel (wt%)**

<table>
<thead>
<tr>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>S</th>
<th>P</th>
<th>Ni</th>
<th>Cr</th>
<th>Mo</th>
<th>Cu</th>
<th>Al</th>
<th>Fe</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.68</td>
<td>0.192</td>
<td>0.846</td>
<td>0.010</td>
<td>0.010</td>
<td>0.114</td>
<td>0.160</td>
<td>0.027</td>
<td>0.205</td>
<td>0.042</td>
<td>balance</td>
</tr>
</tbody>
</table>

**Table 2- Mechanical properties of the annealed EN C70 pearlitic steel**

<table>
<thead>
<tr>
<th>Yield Stress [MPa]</th>
<th>Ultimate Stress [MPa]</th>
<th>Elongation [%]</th>
<th>Hardness [HV50]</th>
</tr>
</thead>
<tbody>
<tr>
<td>498</td>
<td>997</td>
<td>15</td>
<td>270 ± 15</td>
</tr>
</tbody>
</table>

**Experimental setup**

X-ray diffraction measurements in a transmission mode were carried out during in situ tensile test on the studied steel at the European Synchrotron radiation Facility (ESRF, ID15B beamline). Monochromatic high energy X-ray synchrotron radiation (~90 keV, \( \lambda = 0.14256 \) Å) with a beam size of 100 µm x 100 µm was used for measurements of lattice strain evolution in both phases (ferrite and cementite) independently during increasing of macroscopic applied tensile stress.

Measurements were performed for numerous ferrite and cementite reflections in order to study the anisotropic effects on the loading transfer. Two dimensional diffraction patterns, measured in the range 20 = 1.9°-15.5°, were recorded by the Thales PIXIUM 4700 detector and integrated using the FIT2D software [6] and converted in d-spacing. Then, a pseudo-Voigt function was fitted to the measured diffraction profiles and the peak positions were determined using the MULTIFIT software [7].

**Results and discussion**

**Lattice strain evolution under tensile loading.** The elastic lattice strains in the axial loading direction (\( \varepsilon_{11}^e \)) and also in the transverse loading direction (\( \varepsilon_{22}^e \)) were determined in both phases, for various reflections (Fig. 2). In the range of elastic deformation, the plots of phase lattice strains vs macroscopic applied stress (\( \Sigma_{11} \)) show similar values of lattice strains for both phases of the studied steel (\( \Sigma_{11} \leq 500 \) MPa). The slopes were quite similar but the responses of phases, under loading, depend on the (hkl) planes (Fig. 2). Under larger imposed strain corresponding to macroscopic stress level higher than 500 MPa, the lattice strains of ferrite are approximately constant, while those of cementite increase significantly with the increasing applied tensile stress (Figure 2). This indicates
clearly the occurring of load transfer from ferrite to cementite in plastic range which continues until fracture. A low hardening of ferritic phase during plastic deformation leads to slight strengthening of this phase. The different responses of lattice reflections indicate that anisotropy is also present in plastic range for both phases.

![Figure 1- Microstructure of the EN C70 pearlitic steel](image)

**Elastoplastic behavior modeling.** To interpret the experimental results related to the individual behavior of phases and macroscopic tensile curves, different elasto-plastic models were used and compared: Reuss, Voigt, and self-consistent model. For the self-consistent model, calculations were carried out for 10,000 inclusions representing the grains of ferrite and cementite. It was assumed that ferritic crystallites are deformed plastically due to slips on the $<111>$ $\{211\}$ and $<111>$ $\{110\}$ systems, while the cementite grains are deformed only elastically. The formulation of the self-consistent elastoplastic model proposed by Berveiller and Zaoui [8] and developed by Lipinski and Berveiller [9] was used in our calculations. In this model the interaction of ellipsoidal inclusion with the homogenous medium is described by the Eshelby-type tensor.

For the ferrite phase in the elastic range of deformation, the comparison between calculations with the three chosen models and our experimental results shows a good agreement only in the case of the self-consistent model. The Voigt model assumes homogeneous deformations does not consider the elastic anisotropy and do not agree with the experimental results. In the case of the Reuss model (assuming homogeneous stresses) the effect of anisotropy was overestimated. For the cementite, also the self-consistent model gives the best range agreement but significant differences are observed in the slopes of the curves for different hkl reflections. The calculations for ferritic phase were performed using elastic constants given in Table 4. However in the case of cementite the best agreement between experimental and theoretical values was obtained when 80% of ab initio values shown in Table 4 were used in modeling. Two different assumptions concerning macroscopic polycrystalline aggregate were considered: one phase and two phase materials. The comparison between these assumptions did not show any difference due to the similar elastic behavior of the ferrite and the cementite.

Until a small range of plasticity, up to 700 MPa, the classical self-consistent model is still valid and a good agreement between experimental and calculated results are obtained using 80% of ab initio elastic constants for the cementite [10] (Fig. 3).

For large plastic deformation, the self-consistent model does not predict correctly the stress partitioning between the phases as well as the macro behavior of the studied steel (Fig. 4a). Therefore a mixture model is proposed in this study to better take into account the interaction between the phases (Fig. 4b). In this model the strain rate concentration tensor $A_{ijkl}$ relating macrostrain rate $\dot{\varepsilon}_{kl}$ with strain rate at the polycrystalline grain $\dot{\varepsilon}_{ij}$:

$$
\dot{\varepsilon}_{ij} = A_{ijkl} \dot{\varepsilon}_{kl}
$$

and

$$
A_{ijkl} = (1 - x) A_{ijkl}^{sc} + x I_{ijkl}
$$

(1)
where $A_{ijkl}^C$ is the concentration tensor calculated using self consistent method, $I_{ijkl}$ is the unit forth range tensor representing Taylor model in which the strain is homogenous, while $x$ represent fraction of the Taylor model used in the calculations. The variable Taylor fraction x% in this model is adjusted to account for the different phenomena occurring during the tensile test: the strong phase interaction (i.e. $x=0.2$) appeared from the beginning of the ferrite plastic deformation followed by a softening stage (decreasing x-value) for very high range of plastic deformation. The strong interaction can be attributed to the localization of dislocations around the cementite particles and dislocation pile up phenomenon. The decrease of this interaction in the followed stage may be attributed to the rearrangement of dislocations and the fragmentation of cementite when the cracking is initiated. This mixture model was tested successfully for a large plastic range as shown in Fig. 4b and 5. A good agreement was found between experimental results and the mixed model calculations as well for the macroscopic behavior of the pearlitic steel (Fig. 5b) as for the evolution of lattice strains vs applied macro stress $\Sigma_{11}$, for the different reflections of the ferrite (Fig.5a) and cementite (Fig.5b).

Table 3- Single crystal elastic constants of ferrite used in modeling

<table>
<thead>
<tr>
<th></th>
<th>C11</th>
<th>C44</th>
<th>C12</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GPa]</td>
<td>231</td>
<td>116</td>
<td>134</td>
</tr>
</tbody>
</table>

Table 4- Cementite ab initio elastic constants [10]

<table>
<thead>
<tr>
<th></th>
<th>C11</th>
<th>C22</th>
<th>C33</th>
<th>C44</th>
<th>C55</th>
<th>C66</th>
<th>C12</th>
<th>C13</th>
<th>C23</th>
</tr>
</thead>
<tbody>
<tr>
<td>[GPa]</td>
<td>385</td>
<td>341</td>
<td>316</td>
<td>13</td>
<td>131</td>
<td>131</td>
<td>157</td>
<td>162</td>
<td>167</td>
</tr>
</tbody>
</table>

Conclusion

Synchrotron X-ray diffraction measurements were applied to study the evolution of lattice strains in both phases (ferrite and cementite) of EN C70 pearlitic steel containing 12.5 (vol%) of cementite lamellae under tensile loading. Diffraction was performed for numerous reflections, in order to evaluate the effect of microstructural anisotropy, as well as the load partitioning between ferrite and cementite during tensile test. It has been demonstrated that in elastic range cementite and ferrite are loaded similarly and there is no load transfer due to their nearly equivalent Young modulus. However, at the plastic range, load is transferred gradually from ferrite to cementite. The effect of elastic/plastic anisotropic occurs in different deformation ranges.

To reproduce the experimental results related to the individual behavior of phases and macroscopic tensile curves, different elasto-plastic models were used and compared. The classical self-consistent model presented a good agreement for elasticity and small plasticity. A mixture model “(1-x)*self-consistent model + x*Taylor” was tested successfully for a larger plastic range.
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Figure 2- Variation of the lattice strains measured by synchrotron X-ray diffraction vs the applied macro stress Σ_{11}, shown for large (a) and small (b) stresses applied to the sample.

Figure 3- Longitudinal <\varepsilon_{11}> and transversal <\varepsilon_{22}> lattice strains vs applied macro stress Σ_{11}, comparison between experimental results and self-consistent model calculations for the ferrite (a) and the cementite (b). In the case of cementite we used 80% of ab initio elastic constants.

Figure 4- Macroscopic behavior of the pearlitic steel - comparison of the experimental tensile curve with the curves calculated by (a) the self-consistent model and (b) the mixed model “(1-x)*self-consistent + x*Taylor).
Figure 5- Longitudinal $<\varepsilon_{11}>$ lattice strains vs macro applied stress $\Sigma_{11}$ - comparison between experimental results and mixed model calculations for the ferrite (a) and the cementite (b).
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Abstract. The shot-peening operation is used to improve the fatigue lifetime of mechanical components through the introduction of compressive residual stresses and plastic deformation in a surface layer. In this study, the Laue microdiffraction technique is used to investigate deviatoric strain fields caused by the shot-peening operation and their redistribution after fatigue testing in a nickel-based polycrystalline superalloy with a 40 µm average grain size.

Introduction
Nickel-based polycrystalline superalloys elaborated by powder metallurgy are used in high pressure turbine discs of aircraft engines. Specific compositions, microstructures and mechanical treatments are developed to enhance crack growth, creep and fatigue resistance during service. The shot-peening process is used extensively to delay crack initiation in the surface layer of components by introducing compressive residual stresses and plastic deformation. The determination of such stresses is generally performed with diffraction based techniques using the sin²Ψ method and the effect of temperature and fatigue conditions on stresses relaxation has been deeply investigated in fine-grained microstructures. Most outcomes are associated with macroscopic properties of the average alloy. At the grain scale, electron backscattered diffraction and transmission electron microscopy were employed to characterize plastic deformation and dislocation densities after the shot-peening operation [1]. Even if compressive residual stresses have been relaxed, high dislocation densities persist in the microstructure providing hardening and resistance. A complete understanding of the relationship between the microstructure (precipitate and grain sizes) and residual stresses is still missing. With the Laue microdiffraction technique, stress states and geometrically necessary dislocation densities can be investigated at the grain and phase scales. The technique has already been used to understand the dislocation mechanism in grains under a tensile loading [2], near to grain boundary during a fatigue loading [3] or in zone heavily deformed by friction stir welding [4]. Local deviatoric strain or stress tensors have been also determined in areas close to scratches [5] and cracks [6] or under a tensile loading [7]. The Laue microdiffraction technique has not been employed to characterize strain fields in shot-peened nickel-based superalloys. This method is in principle a suitable tool for macroscopic and microscopic stress determination in coarse grained microstructures since the sin²Ψ method is not well adapted to investigations in such microstructures.
In this paper, deviatoric strain fields generated by the shot-peening operation and then redistributed by a low-cycles fatigue test at 450 °C are characterized in a nickel-based superalloy with a 40 µm average grain size.

**Experimental conditions**

**Sample features.** Cylindrical specimens were removed using Electro Discharge Machining in a sector of a turbine disk of the N18 superalloy [8] produced at Snecma (SAFRAN group). The microstructure consists in γ' hardening precipitates with a simple cubic structure embedded in a γ matrix phase with a face-centered cubic structure. A coarse grained microstructure with one population of γ' precipitates is obtained after a supersolvus solution treatment (4 hours at 1205°C and air quench) followed by an ageing treatment (1h at 900°C and air quench). At the millimetre scale, the analysis of the Electron Back Scattered Diffraction (EBSD) images acquired in the Scanning Electron Microscope (SEM) shows an average γ grain size of 40 µm with a wide distribution ranging from 5 µm to 200 µm (Fig. 1b). At the micrometer scale, SEM micrographs show cubic shape γ' precipitates with an average size close to 200 nm homogeneously distributed in the γ matrix (Fig. 1c). In order to simplify the x-ray data analysis and to dissociate physical mechanisms in such materials, this microstructure sensibility differs from those employed in aircraft engines (5-20 µm grain sizes and three populations of γ' precipitates [8]). Three 6.22 mm in diameter fatigue test specimen were then machined. One was used as a reference. One was subjected to shot-peening, one to shot-peening and interrupted fatigue testing. The peening operation was done using an ultrasonic technique with 3 mm-diameter 100Cr6 steel shots during 1080s. The fatigue test was performed at imposed deformation (Δε/2 = 0.5 %, Rε = 0) at 450°C during 300 cycles. 10 mm height samples were finally cut perpendicular to the shot-peened surface in the gauge length. X-ray measurements were performed in a circular cross section which has been mechanically and chemically polished to reduce stresses introduced by the cutting process.

**μ-Laue technique.** Laue microdiffraction was performed at the BM32 beamline of the European Synchrotron Radiation Facility at Grenoble (France). A polychromatic beam with a 5-17 keV energy spectrum is focused to a cross section of 0.35 x 0.6 µm² at the sample position. Emerging X-rays are collected on a CCD 2D detector oriented in 90° with respected to the incident beam in reflection geometry (see Ref. [9] for a more detailed description of the setup). A xyz motorized sample stage enables to record Laue patterns arising from different locations at the sample surface. With this setup, the characteristic penetration depth of the beam in the material ranges from 4 µm to 15 µm and up to one frame per 5 second can be acquired. Due to the grain size and the cross section of the beam, our samples behave like single crystals and the Laue pattern consists in spots. The Miller indices of each spot can be retrieved from the crystal symmetry and peak positions in pattern. Based on the formulation proposed by Hung and Ice [10], the indexation of four diffraction peaks permits to determine the orientation of the crystal lattice regarding to the coordinate system of the experiment.
and five of the six unit cell parameters: two lengths ratio and three angles usually denoted by $\alpha, \beta, \gamma$ and $b/a, c/a$ respectively. The knowledge of these parameters for a non-deformed structure $(a_0, b_0, c_0, \alpha_0, \beta_0, \gamma_0)$ enables to determine the deviatoric elastic strain tensor $\varepsilon^d$ within the small transformation approximation. Its coefficients are given by:

$$
\varepsilon^d_{ij} = \varepsilon_{ij} - Tr(\varepsilon) \delta_{ij}/3 \quad i,j=1,2,3
$$

where $\varepsilon$ is the total strain tensor and $\delta_{ij}$ the Kronecker delta function. $\varepsilon^d$ is associated with the distortion of the crystal unit cell. When the stiffness tensor of the single crystal is known, the deviatoric stress tensor can be deduced by applying the generalized Hooke’s law.

**Data processing**

Due to the highly coherent interfaces (lattice mismatch $< 10^{-3}$), fundamental reflections ($h, k, l$ with the same parity) correspond to the convolution of the intensities belong to the $\gamma$ and $\gamma'$ phase whereas superstructure reflections ($h, k, l$ with different parities) correspond only to the contribution of the $\gamma'$ phase intensities. Laue patterns provide thus quantitative information about the average alloy ($\gamma + \gamma'$) and the $\gamma'$ phase. Data analysis has been performed using the XMAS [11] and LaueTool [12] softwares. The main output of the calculations is the coordinates of the reciprocal lattice vectors in a given system of coordinates (sample, laboratory) for each crystallite founded in the Laue pattern. This is then used to determine the crystal orientation, its unit cell parameters and finally deviatoric strain and stress components. The strain-free lattice-parameters of the $\gamma$ and $\gamma'$ phases have been determined for the fine grain N18 alloy [8]. A Vegard’s law is used to determine the strain free lattice-parameter associated with the average alloy $(a_0=0.35917 \text{ nm})$. With the Laue technique, the strain sensitivity can be $5 \times 10^{-5}$ when optimal conditions are reached [13] but generally, it is closer to $1-2 \times 10^{-4}$ [5,10]. In this study, the assessment of uncertainties in a sample which has not been subjected to shot-peening results in a $2 \times 10^{-4}$ uncertainty on strain values.

**Results and discussions**

In the following, results associated with the analysis of the fundamental reflections ($\gamma + \gamma'$) are presented. The crystal orientation is expressed with respect to the fixed laboratory coordinate system within the axis–angle representation. Based on the sample geometry and the applied external loadings, the deviatoric strain components $\varepsilon^d_{ij}$ are given with respect to the local cylindrical coordinate system $(\vec{u}_r, \vec{u}_\theta, \vec{u}_z)$. $\vec{u}_r, \vec{u}_\theta$ correspond to radial and circumferential axis and $\vec{u}_z$ is the axis aligned with the free surface normal (Fig.1a). The single-crystal elastic constants of the N18 are unknown. To avoid bad physical interpretations, only strain tensor components are discussed below. Since the deviatoric strain components associated with the $\vec{u}_z$ direction could be affected by the presence of the free surface, only $\varepsilon^d_{rr}, \varepsilon^d_{\theta\theta}$ and $\varepsilon^d_{r\theta}$ are discussed below. Orientation and strain xy maps are obtained from meshes with steps corresponding to the beam size.

**Reference sample.** Measurements in the sample which has not been subjected to shot-peening have been realized on a $1 \times 3 \text{ mm}^2$ area. No strain heterogeneities between identified grains were observed. Strain components smoothly evolve with values close to the sensitivity limit of the technique ($\pm 2 \times 10^{-4}$) excepting for the $\varepsilon^d_{zz}$ component which is between $-3 \times 10^{-4}$ and $-6 \times 10^{-4}$. This is probably due to the surface polishing realized during the sample preparation. Such values of deviatoric strains have also been obtained by Chao et al [6] with the same technique in a nickel-based Alloy 600 sample before tensile deformation. The analysis also shows that strains in the order of $\pm 1.5 \times 10^{-3}$ caused by the grinding machine used develop over a layer with a thickness lower than 100 $\mu$m.

**Effect of shot-peening.** Measurements in the sample which has been subjected to shot-peening have been realized on a $1.02 \times 0.225 \text{ mm}^2$ area close to its edge. The xy-orientation map and the maps associated with the components of the deviatoric strain tensor are represented in figure 2 (a-d). Lines in figure 2a correspond to radius contours and the edge of the sample is located at the right side of the figure (last contour line). In the first 300 $\mu$m wide area close to sample edge (white color), the
material hardening introduced by the shot-peening has caused large intensity spread in the Laue pattern. It was not possible to accurately quantify strain tensor components. Figures 2b to 2d show different components of the strain field. Along the average peening direction \( u_r \) (Fig. 2b), the deviatoric strain component strongly depends on the distance from the sample centre (negative for 2.0 mm < x < 2.5 mm and positive for 2.5 mm < x < 2.7 mm) and has a less pronounced variations along contours. Strain amplitudes range is from \(-4.10^{-3}\) to \(4.5\times10^{-3}\). Along the circumferential direction \( u_\theta \) (Fig. 2c), the deviatoric strain component has also this dependency with a negative sign. Some variations can be observed close to several grain boundaries. Strain amplitudes range is from \(-4.5\times10^{-3}\) to \(1.10^{-3}\). In figure 2d, the \( \varepsilon_{d_{rr}} \) component has a heterogeneous behaviour with strain levels much more dependent on the microstructure and a range from \(-2.10^{-3}\) to \(2.10^{-3}\). For all components, we clearly observe that after shot peening, high shear strains take place deeply in the material. Indeed, at a distance of 1 mm, all components differ significantly from zero. In order to compare Laue microdiffraction results to those which could be obtained in the laboratory with a beam section close to square millimetres, strain values can be averaged along the radius contour lines of figure 2a. Results are represented as a function of the distance from the shot-peened edge in figure 3a. Because of the dependency of the deviatoric strain at this scale, this representation is justified. The \( \varepsilon_{d_{rr}} \) and \( \varepsilon_{d_{\theta\theta}} \) components follow trends described previously. A large variation of strains is visible in a layer located between 0.3 mm and 0.6 mm depths and they evolve smoothly further. The \( \varepsilon_{d_{r\theta}} \) component is close to zero for all depths and the presence of strong local heterogeneities is not discernable with this average.

Figure 2: Local orientation and deviatoric elastic strain component maps for a sample which has been subjected to shot-peening on the left and to shot-peening and an interrupted fatigue test at 450°C on the right. Orientation maps are determined within the axis-angle representation.

Effect of fatigue. Figure 2e-h represents the orientation and the deviatoric strain maps obtained from measurements in the sample which has been shot-peened and then subjected to low-cycle fatigue at 450°C during 300 cycles. The investigated area is 1.01x0.125 mm² close to a sample edge. The deviatoric strain fields observed just after the shot-peened in figures 2b to 2d have been strongly modified by the thermal and mechanical loading. All components exhibit positive and negative heterogeneous strains in the whole area with amplitudes comparable to what has been determined previously \((-3.10^{-3} < \varepsilon_d < 4.10^{-3})\). By contrast with the shot-peened state, the axial and the circumferential deviatoric strains are independent on the distance from the sample edge and more
influenced by each grain features. Strain values averaged along the radius contour lines are represented as a function of the distance from the shot-peened edge in figure 3b. On the few considered grains, the $\varepsilon_{r\theta}^d$ component behaves similarly for these two states. However, some relaxation is visible for the two other components after fatigue. To have a better statistic and probe a large number of grains, strain profiles from a 2x2mm² map (not shown) with a smaller spatial resolution are plotted in figure 3c. At this scale, all components differ significantly from zero up to a distance of 0.4 mm from the sample edge. The highest strain amplitudes are close to $1 \times 10^{-3}$ and take place close to the shot-peened surface. Most of the fluctuations visible in figure 3b are removed by the averaging procedure and the $\varepsilon_{r\theta}^d$ component behaves differently close to the sample edge in figure 3b and 3c. These results highlight the fact that large local strains occur in the microstructure even though no strain is determined with a method involving averages on many grains as with the $\sin^2 \Psi$ method. Consequently, a good understanding of the role of the microstructure on the fatigue properties of materials requires investigations at the grain scale.

![Figure 3: Deviatoric strain components obtained after averaging along radius contour lines (a) after the shot-peening operation, (b) and (c) after the interrupted fatigue test at 450°C. Distances are given from the shot-peened sample edge.](image)

**Conclusions**

The Laue microdiffraction technique has been used to investigate deviatoric strain fields in nickel-based superalloy samples with a coarse grained microstructure and subjected to ultrasonic shot-peening and fatigue testing at 450°C. This method is suitable for investigations in coarse grained microstructures as an alternative to conventional techniques and provides additional information at the grain scale. The method should able to study the plastic deformation induced by shot-peening with the study of peaks shape. It should able to provide new data on the influence of the $\gamma'$ precipitates on internal stresses in superalloys. However, information from the highly strained 300 µm thick region close to the surface could not be obtained as Laue patterns could not be indexed with a good accuracy. Moreover, the mapping of the full strain tensor is still a challenging task.

Measurements at the grain scale have shown that residual elastic strains with amplitudes ranging from $-4$ to $4.10^{-3}$ take place at depths larger than 1 mm. The redistribution of strain fields associated with the shot-peening operation was also clearly observed after 300 cycles of fatigue at 450°C. In particular, the dependence of axial and circumferential strains with the distance from the shot-peened surface observed just after the shot-peening operation has completely disappeared after fatigue leaving to heterogeneous positive and negative fields with a strong dependence on the underlying microstructure.
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Abstract. In this paper the application of neutron diffraction for measuring the thermal strain field in the vicinity of the weld pool during submerged arc welding is described. The aim of the research was to determine the influence of a welding process modification on the thermal strain within a sample rod. The welding experiment was carried out on the instrument STRESS-SPEC at the MLZ FRMII facility in Garching, Germany. Submerged arc welding equipment with additional cold wire feeding was adapted to the diffractometer and thereon single layer bead-on-plate welds were carried out. Sample rods made of the nickel base alloy 625 were used. The measured strain values are presented and discussed with respect to the resulting weld bead geometry and the thermal profile within the sample.

Introduction

The application of arc welding processes on metallic materials implies high gradients of temperature, strain and stress due to the high power density of the moving heat source. Besides the deterioration of mechanical properties, the buildup of residual stresses follows up the thermal manufacturing processes (Figure 1 left). For the estimation of residual stresses within welded components, it is therefore inevitable to know the transient temperature- and strain fields in the weld zone. Furthermore thermomechanical models for the description of the materials behavior are needed to understand the development of stress and distortion.

The description of thermomechanical behavior of materials subject to welding relies on continuum mechanics principles which are well established. Nevertheless it is still difficult to estimate the resulting distortion and residual stress in welded structures due to the complex superposition of influencing factors. Experimental investigations to analyze the stress and strain during welding have been conducted in the past to achieve a deeper knowledge of the physical processes leading to buildup of residual stresses. These experiments relied on various surface strain measurement principles as strain gauges on the base metal surface, e.g. [1] or Digital Image Correlation [2]. Another approach is the application of neutron diffraction for the determination of the in-depth-strain state. A first experiment using TIG remelting of a 316L sample has been described in [3] and [4], which showed the feasibility of using a quasi-stationary welding setup.

A central issue in welding of high alloyed steels and nickel based alloys is the formation of hot cracks. These welding defects occur if a critical combination of chemical composition, mechanical load and welding parameters are used. Therefore it is difficult in high performance welding processes to hit the suitable parameter window. The submerged arc welding process (SAW) is such a high performance welding process and it is often applied for manufacturing of thick walled components because of its high deposition rate, deep penetration and process stability. In some nickel base alloys it is difficult to set up even a SAW process with sufficiently low heat input to prevent hot crack formation. Furthermore the loss of alloying elements through burn-off to the slag limits the feasibility of SAW for creep resistant nickel based alloys.
To overcome these restrictions the submerged arc welding with cold wire addition (SAW-CW) process has been investigated in the past [5-7]. Slight evidence for lower hot crack formation when using SAW-CW led to the conduction of a in-situ-diffraction experiment to compare the process induced elastic strains in the hot surrounding zone of the weld pool.

Figure 1: colour mapped temperature distribution in a welded sample rod (left), basic principle of SAW-CW process with parameters Fb (flux height), Sd (contact tip distance), k (cold wire distance) (right)

Experimental Approach
The common SAW process is carried out using a continuously fed wire electrode. By applying the welding voltage between the contact piece and the base metal, an electric arc burns under the welding flux which is melted to form the slag pool. Metal vapour and gasified slag components form the cavity wherein the electric arc burns and the metal droplet transfer takes place.

The SAW-CW process complements an additional welding wire, which is fed into the weld pool behind the welding electrode. Since there is no voltage applied between additional wire and base metal, the melting is exclusively induced by the excessive heat of the weld pool. In this arrangement the loss of alloying elements is reduced as the droplet does not pass the arc zone. The electrical process characteristics are not influenced by the cold wire feeding, so that no change in heat input occurs.

Figure 2: longitudinal centerline section of a SAW weld bead (left) and a SAW-CW weld bead with a cold wire speed of 50% of the electrode feed speed

A change of weld pool geometry and thermal field is the result of the additional wire feeding. The weld bead buildup increases with additional wire feeding whereas the penetration depth is reduced [5].

The SAW-CW leads to reduced peak temperatures near to the fusion line, but the overall cooling time of the weld metal is mostly uninfluenced [6,8]. This could be caused by the reduced heat dissipation area between the weld pool and the base metal, which is a result of the weld pool migration out of the base metal.

In this study a high temperature nickel base alloy 625 has been used for the experiments. It consists of a fully austenitic microstructure with solid solution hardened matrix. The composition is given in Table 1.

Table 1: chemical composition of Alloy 625 base metal rods (measured by spark OES)

<table>
<thead>
<tr>
<th>[%]</th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Mo</th>
<th>Fe</th>
<th>Al</th>
<th>Nb</th>
<th>Ti</th>
<th>Co</th>
<th>Ta</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base metal</td>
<td>0.027</td>
<td>0.12</td>
<td>0.17</td>
<td>0.010</td>
<td>0.002</td>
<td>22.3</td>
<td>9.1</td>
<td>4.0</td>
<td>0.14</td>
<td>3.4</td>
<td>0.15</td>
<td>0.2</td>
<td>0.01</td>
<td>bal.</td>
</tr>
</tbody>
</table>

The welding setup was installed on the sample table of the materials diffractometer STRESS-SPEC at the FRMII neutron source in Garching, Germany (Figure 3). Due to the high flux of thermal neutrons
and the resolution of the area detector, this instrument is intended for such experiments. The basic parameters and performance characteristics have been described elsewhere [9].

For the in-situ-diffraction experiment steady state boundary conditions were needed as the attenuation of the neutron beam while passing through the sample volume led to a minimum time of 30 seconds to achieve an evaluable diffraction peak. This was done by installing the sample rod of the dimensions 20 x 20 x 500 mm³ on a linear sample table. The position of the welding head was chosen so that the position of diffraction gauge volume with regard to the electrode tip stayed constant. After completion of a run-on stage the gauge volume stayed along the same isothermal line for the whole data acquisition time. This arrangement implies that for every measuring point and spatial orientation, a whole sample rod had to be welded.

Table 2: welding parameters used within the experiment

<table>
<thead>
<tr>
<th></th>
<th>Heat input [kJ/cm]</th>
<th>Voltage [V]</th>
<th>Current [A]</th>
<th>welding speed [cm/min]</th>
<th>welding wire speed [m/min]</th>
<th>cold wire speed [m/min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAW</td>
<td>10,5</td>
<td>34,6</td>
<td>325</td>
<td>60</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>SAW-CW</td>
<td>10,5</td>
<td>34,6</td>
<td>323</td>
<td>60</td>
<td>6</td>
<td>1,5</td>
</tr>
</tbody>
</table>

To compare the influence of the welding process on the strain field two welding parameter sets were defined (Table 2). The only difference was the cold wire addition in the second set, while all other welding parameters stayed constant.

For both the electrode wire and the cold wire, a commercial welding wire S NI 6625 (ISO 18274) with a diameter of 1.6 mm was used. The welding flux was SA-AB 2 (ISO 14174).

For every measuring point the strain in longitudinal direction (parallel to welding direction) and transverse direction were measured. Since the high thermal gradient within the gauge volume of 3 x 3 x 2 mm³ was suspected to cause extreme peak broadening, every measurement was repeated three times, which sums up to six samples per measuring point.

Figure 4: cross section of SAW (left) and SAW-CW (right) weld beads on Alloy 625 sample rods, welding parameters acc. to Table 2

For the determination of the measuring point location, weld width and penetration depth were determined in preliminary welding experiments using the same welding parameters and materials. It was found that only a slight reduction in penetration depth was achieved when cold wire was fed into the weld pool with 25 % of the electrode speed (Figure 4). Since the SAW process comprises a flux covered welding zone, the length of the weld pool can only be determined by removing the weld pool.
Table 3: weld pool length of SAW and SAW-CW on used Alloy 625 sample rods, welding parameters acc. to Table 2

One possible method consists of blowing out the liquid metal with a high pressure gas stream, while the welding process is shut down [10]. The results are given in Table 3. Four gauge volume locations (MP1-MP4) were selected taking into account the position of the fusion line (Figure 5).

Results

For both welding parameter sets, the chemical analysis of the weld metal is given in Table 4.

A slight increase of chromium and molybdenum content in the weld metal could be observed due to the lower burn-off in SAW-CW. The lower iron content however is a result of the lower dilution compared to the SAW process. Due to the relatively low cold wire addition, there is no substantial difference in chemical composition between both variants.

Table 4: chemical composition of the weld metal (measured by spark OES)

<table>
<thead>
<tr>
<th></th>
<th>C</th>
<th>Si</th>
<th>Mn</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Mo</th>
<th>Fe</th>
<th>Al</th>
<th>Nb</th>
<th>Ti</th>
<th>Co</th>
<th>Ta</th>
<th>Ni</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAW</td>
<td>0,011</td>
<td>0,20</td>
<td>0,10</td>
<td>&lt;0,000 &lt;2</td>
<td>&lt;0,000 &lt;3</td>
<td>20,5</td>
<td>8,3</td>
<td>3,1</td>
<td>0,14</td>
<td>3,2</td>
<td>0,18</td>
<td>0,05</td>
<td>&lt;0,005 bal.</td>
<td></td>
</tr>
<tr>
<td>SAW-CW</td>
<td>0,012</td>
<td>0,19</td>
<td>0,09</td>
<td>&lt;0,000 &lt;2</td>
<td>&lt;0,000 &lt;3</td>
<td>20,8</td>
<td>8,5</td>
<td>2,4</td>
<td>0,13</td>
<td>3,2</td>
<td>0,18</td>
<td>0,04</td>
<td>&lt;0,005 bal.</td>
<td></td>
</tr>
</tbody>
</table>

The temperature measurement was carried out using type K thermocouple wires, which were welded on the ground of cylindrical holes inside the sample rods. The hole depth corresponded to the position of the gauge volume. Since the geometrical extent of the gauge volume led to thermal gradients of several 100 K, the measured values could only be processed as calibration data for a numerical model of the temperature distribution within the sample. Therefore the software simufact.welding has been used. However the temperature to consider is the spatial integration over the gauge volume, since the low thermal conductivity of Alloy 625 leads to steep thermal gradients (Figure 6).

The neutron experiment was carried out using a constant wavelength of 1.55 Å which was achieved through the application of a Si(400) monochromator. For the measurement of strain by neutron diffraction at steady state sources, the 311-peak seems to be the most eligible, since it is least affected to integrangular stresses [11]. The average value of lattice plane distance for the 311 peak is shown in Figure 7. However these results show the combined influence of thermal expansion and load or restraint induced elastic strain. A methodology to separate thermal strains

and load strains was applied by performing a furnace experiment on the same diffractometer. Therefore a cylindrical sample (d = 6 mm) was mounted within the diffraction furnace and heated stepwise up to 1200 °C. During every temperature step of 25 °C a diffraction pattern was acquired. The strains were calculated from the diffraction data, using Eq 1, where d refers to the actual lattice plane distance, d0 to the load-free and homogenous tempered lattice plane distance for the respective temperature.
\[
\varepsilon = \frac{d - d_0}{d_0} = \sin \theta_0 = \sin \theta - 1. \tag{1}
\]

The calculated strain values are given in Figure 8. For the SAW strain in longitudinal direction it can be seen that there is a zone of tensile strain behind the welding electrode (MP4). With increasing distance to the electrode, the tensile strain relaxates to nearly zero. For the SAW-CW process, the tensile strain in longitudinal direction is significantly lower. Furthermore compressive strain is the leading influence afterwards. In transverse direction the strain distribution appears to be different. The SAW-CW process induces high tensile strain behind the solified weld pool in here. This could be caused by a geometrical effect which is due to the small width of the sample. Since the weld penetration area and the peak temperatures in SAW are higher compared to SAW-CW, a larger proportion of the total width of the sample is subject to softening. The lower dilution and higher weld buildup in SAW-CW will result in a higher restraint intensity. Furthermore the zone of deep penetration of the weld pool is much smaller in SAW-CW. For moving heat sources a compressive plastic zone is found near to the weld pool before the peak temperature is reached. After the peak temperature has been reached the strain state changes to plastic tensile strain [12]. When considering Figure 8 this is reflected by both welding processes. Even though the integral temperature of the gauge volume is lower at position MP4, the formation of hot cracks will originate from this position near to the fusion line. Since the longitudinal strain is compressive for SAW-CW a lower risk of hot crack formation is suspected. For wider samples, the transverse tensile strain for SAW-CW is expected to become compressive, as stated before. This has to be proved within further investigations.

**Conclusion**

The measured strain field during welding with both processes shows a direct relationship to geometrical and thermal influencing factors. It complies with fundamental descriptions of stress and strain in the zone around the weld pool [12]. Based on the experimental results a slightly lower portion of tensile strain in the deep penetration area of the weld pool could be observed but it is still unclear if there is a direct relationship to the formation of a lower hot cracking risk.

However this reflects the limitation of the method stemming from the necessary use of relatively large gauge volume. To overcome this restriction in future experiments, the use of synchrotron radiation for in-situ strain measurement will be taken into account. A transient measurement of strain at the fusion line could give clearer results.

**Summary**

Within this work, neutron diffraction measurements during welding have been carried out to compare the influence of SAW and SAW-CW on the resulting strain field in the base metal near to the fusion line. For the considered nickel base alloy 625 it was shown that the strain field in longitudinal direction has a higher tensile proportion for SAW. The higher tensile strain in transverse direction was put down to the restraint condition and sample geometry in SAW-CW. For future work a smaller gauge volume is needed to enhance the current results.
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Figure 8: average strain in welded samples, gauge volume position axis parallel to welding direction
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Abstract: This experiment examined the residual stresses on electrodeposited NiCo-Al and NiCo-Zr composite coatings as well as the impact of varying Co2+ concentrations on other properties of the coating, namely grain size and texture. To prepare for the experiments, this project employed modified Watt Baths containing NiSO4·6H2O (240 g/L), NiCl2·6H2O (40 g/L), H3BO3 (30 g/L) and C12H25NaSO4 (0.2 g/L) in order to electrically deposit them on to Aluminum and Zirconium and to produce the two types of aforementioned specimen: NiCo-Al and NiCO-Zr. The amount of Co in the end product is regulated via adjusting the concentration of CoSO4·7H2O, providing a range of concentrations from 5 to 40 g/L. Furthermore, structural analyses of the coatings were performed via X-ray diffraction at 40kV and 30mA in standard 2θ – θ mode. The Voigt method was used to calculate grain size and micro-strain of coatings using the integral breadth of the (200) peak. Residual stresses on the as-deposited composite coatings were measured by using stress analyzer and classical sin2ψ method. Peaks of (331)α of Ni were selected to calculate the residual stresses. Results show that, for both NiCo-Al and NiCo-Zr composite coatings, grain size decreases and micro-strain increases with increasing Co contents. Pole figure experiments shown typical fiber texture for composite coatings. Texture coefficient results show that the (111) texture coefficient increases while (111) texture coefficient decreases with increasing Co content. In addition, results show that the residual stress of NiCo-Al and NiCo-Zr composite coatings increases as Co content increases, which could be attributed to decreasing grain size and texture evolution from (200) texture to (111) texture.

Introduction

In recent years, there has been increasing interest focused on the electro-deposited NiCo and NiCo based metal matrix composite (MMCs) coatings due to their combined superior properties, such as higher hardness [1-5], improved anti-wear [2, 4], better corrosion resistance [1, 3, 6] and oxidation resistance [5, 7] as compared with the pure Ni and Ni based composite coatings. The properties of the NiCo or NiCo based composite coatings were mainly dependent on the microstructures of the NiCo matrix and the incorporated particles.

The properties of pure Ni coatings could also be enhanced by alloying with Co element [1, 6]. Meenu Srivastava et al [1] found that the microstructures and properties of the NiCo alloy were dependent on the Co content and the coating attained the maximum hardness at Co content of 50 wt %. Jianqiang Kang et al. [6] pointed out that the presence of Co element increased the thickness of the space charge layer, which enhanced greatly the stability of the passive film than that of the pure Ni coating. Similar to the pure Ni coatings, the particle -reinforced Ni based composite coatings could also be enhanced by alloying with Co [5, 7, 8]. Meenu Srivastava et al. [5] found that the presence of 25 wt % cobalt in the Ni–CeO2 matrix increased the hardness and improved its wear resistance. Also in Meenu Srivastava’s study [7], the NiCo-Al composite coatings were fabricated and addition of 30 wt % Co in the NiCo-Al composite coating exhibited high temperature oxidation
and corrosion resistance. In reference [8], addition of 28 wt % Co content in the Ni-SiC matrix showed a higher hardness than other coatings.

In our early works, the fabrication and characterization of Ni-Al and Ni-Zr were reported [9, 10]. However, the effects of Co on the microstructures and properties, especially the texture, residual stress and corrosion resistance of the NiCo-Al composite coatings need further investigation. In this study, the NiCo-Al and NiCo-Zr composite coatings with different Co contents were prepared. Then, the effects of the Co content on the microstructure, texture, grain size, micro-strain and residual stress of the NiCo-Al and NiCo-Zr composite coatings were investigated in detail.

**Experiments**

**Coating processes**

NiCo-Al and NiCo-Zr composite coatings prepared by the electrodeposition method from the modified Watt baths containing NiSO$_4$·6H$_2$O (240 g/L), NiCl$_2$·6H$_2$O (40 g/L), H$_3$BO$_3$ (30 g/L) and C$_{12}$H$_{25}$NaSO$_4$ (0.2 g/L). Co was added as the CoSO$_4$·7H$_2$O and the additions ranged from 5 to 40 g/L of Co concentrations. Al and Zr particles with a mean diameter of 1 µm were added into the solutions at concentration of 20 g/L and 10 g/L, respectively. The solution temperature and pH value were maintained at 50 °C and 4.2, respectively. Pure nickel plate and stainless steel plate with an area of 1 × 1 cm$^2$ were used as the anode and cathode, respectively. The applied current density was maintained at a constant of 4 A/dm$^2$ for 1 hr.

**Coating characterization**

The chemical composition was examined by using the Energy Dispersive X-ray Spectroscopy (EDX) method attached to the FESEM (JEOL-JSM-7600F). Structure analysis of the coatings was performed by a Rigaku Ultima IV X-ray diffractometer (XRD, Cu Kα radiation, λ = 1.54056 Å) in standard 2θ–θ mode and the voltage and current were 40 kV and 30 mA, respectively. The Voigt method [11] was used to calculate the grain size and microstrain of the coatings using the integral breadth of (200) peak. Residual stress data on the as-deposited Ni-Zr composite coatings were collected on a Proto LXRD Residual Stress Analyser and analyzed using the classical sin$^2$ψ method [12]. The voltage and current were 30 kV and 25 mA, respectively. The peaks of (331)α of Ni were selected to calculate the residual stress.

**Results and Discussion**

Fig. 1 show the chemical contents of the NiCo-Al and NiCo-Zr alloy coating as a function of the CoSO$_4$·7H$_2$O concentrations in the bath. It was obvious that the Co contents linearly increased while Ni contents linearly decreased with the increasing CoSO$_4$·7H$_2$O concentrations in the bath.
Fig. 2 show the XRD patterns of the NiCo-Al and NiCo-Zr composite coatings with different Co contents. As shown in Fig. 2, the NiCo matrix peaks corresponding to the (111), (200), (220), (311) and (222) planes were detected. It could also be found from the XRD patterns that, as the Co contents reached 60.5 wt%, the hcp Co phase appeared. The similar results were also reported in reference [13].

Fig. 2 XRD patterns of (a) NiCo-Al coatings and (b) NiCo-Zr coatings with various Co contents

Fig. 3 show the texture coefficients of the NiCo-Al and NiCo-Zr composite coatings. It could be found that, as the Co contents increased, the (200) texture coefficients decreased and (111) texture coefficients increased.

Fig. 3 Texture coefficient of (a) NiCo-Al coatings and (b) NiCo-Zr coatings with various Co contents

Fig. 4 demonstrate the calculated grain size and microstrain of the NiCo-Al and NiCo-Zr composite coatings with different Co contents. As seen in Fig. 4, increasing the Co contents led to the decrease in grain size of the composite coatings. From Fig. 4, it could also be found that the microstrain of the composite coating increased with increasing Co contents.
Fig. 4 Grain size and microstrain of (a) NiCo-Al coatings and (b) NiCo-Zr coatings with various Co contents by using single peak method.

Fig. 5 shows the FWHM of (331) diffraction peak as a function of NiCo-Al and NiCo-Zr coatings with various Co contents and it could be found that the FWHM increased with increasing Co content for the NiCo-Al and NiCo-Zr coatings. Fig. 6 presents the residual stresses of composite coatings with different Co contents. It could be found that all the coatings exhibited the tensile residual stress. From Fig. 6, it could be found that the residual stresses of the composite coatings increased from with increasing Co contents.

Fig. 5 FWHM as a function of NiCo-Al and NiCo-Zr coatings with various Co contents.

Fig. 6 Stresses of composite coatings with various Co contents.
The increase in residual stresses was closely related to the formation of solid solution NiCo and the texture evolution from the (200) preferred orientation to a random orientation or slight (111) orientation. As mentioned above, the substitution of Ni atoms by Co atoms resulted in the distortion of the composite coatings, which could increase the residual stress of the coatings. Therefore, the residual stresses increased with increasing microstrain by increasing the Co contents in the composite coatings. Moreover, the Young’s moduli in different directions are different and the average Young’s moduli are 303 GPa and 137 GPa for (111) and (200), respectively [14]. The higher strain energy density in (111) texture film likely led to the higher tensile internal stress in the (111) texture coatings compared with that in (200) texture coating, as reported in references [15]. However, the higher stresses in NiCo-Al and NiCo-Zr composite coatings might be due to a contribution from magnetostriction since NiCo is definitely ferromagnetic.

Conclusions
NiCo-Al and NiCo-Zr composite coatings with different Co contents were prepared by the conventional direct current electrodeposition from modified Watt baths containing different Co$^{2+}$ concentrations. The Co content in the deposits increased with increasing the Co$^{2+}$ concentration. The crystal structures of the composite coatings were mainly dependant on the Co contents. At low Co contents, the composite coatings exhibited solid solution NiCo crystal structure. However, hcp Co was detected with further increasing the Co content. Increasing Co contents in the NiCo-Al composite coatings resulted in the texture evolution from the (200) preferred orientation to the random orientations or the slight (111) preferred orientation. The grain size decreased and microstrain increased with increasing Co content. The residual stress also increased with increasing Co content.
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Abstract. Functionally graded materials (FGMs) are composite materials which vary in phase composition, microstructure and properties over one or more dimensions. They are a good potential choice for nuclear reactor components as they can be engineered to effectively resist corrosion and radiation damage. In the case of a metal-ceramic FGM, they can mate the strength and ductility of a metal with the hardness and toughness of a ceramic. A series of composite samples of variable metal-ceramic ratios was manufactured by hot uniaxial pressing in cylinders. Bulk uniform samples of a certain composition were manufactured as a more efficient way of studying FGMs without the extreme gradient required in practical applications. Thermally and mechanically generated stresses, inherent in composites, frequently create conditions for micro-cracking development, depending on the material’s micro-structural characteristics and the thermo-mechanical processing route. Bulk stress measurements in the prepared samples were carried out on the Kowari diffractometer on the OPAL reactor at ANSTO. Both phases - metal matrix and ceramic inclusions - were measured in both axial and lateral directions for full characterisation of the composite stress state. When compared against analytical evaluation, experimental results, for some samples, demonstrated significant stress relaxation with micro-cracking being the main suspect.

Introduction
Functionally graded materials (FGMs) were first proposed as an advanced engineering material in 1972, and have been actively pursued since then. They are proposed in areas such as biomaterials, aerospace, chemical plants, mining and building material commodities[1, 2]. Within the nuclear industry FGMs can be engineered to effectively resist corrosion, radiation and be used as potential nuclear reactor components; first wall for fusion reactors and fuel pellets. They have been proposed as potential plasma facing components (PFCs) in which the ideal PFC would gradually vary from a refractory material (e.g. tungsten, plasma face) to a heat sink material (e.g. copper). In the case of a metal-ceramic FGM, the composite can be engineered to mate the strength and ductility of a metal with the hardness and toughness of a ceramic [3-5]. FGMs have been successfully fabricated using various methods to produced thin film/interfacial FGMs or bulk FGMs (layered/continuous) [3].
The FGM manufacturing routes can be broadly classified as layered or continuous based on their gradient profile. As the name suggests, layered FGMs have distinct step changes of material composition/properties across the layered axis, in contrast to continuous gradient FGMs, which do not [3].

Being a composite material, FGMs have all the attributes of composites; with inhomogeneous microstructure, material properties, etc., while characterisation of their mechanical state requires description in terms of micromechanics. Experimental studies of FGMs are difficult due to the gradients of properties. A more economical way of doing this is through the preparation and characterisation of bulk samples of uniform and pre-determined composition and properties, suitable for mechanical testing as well as for neutron diffraction studies of the micro-stress state. This study examines the micro-mechanical behaviour of a series of composite samples of variable composition, to predict the likely properties of a FGM.

**Sample synthesis and characterisation**

The system analysed in the current study is a Molybdenum-Yttrium Oxide system. The pertinent material properties are shown in Table 1 and the as-received powder morphology was imaged using a scanning electron microscope. The samples were manufactured using a traditional powder processing route. To produce the required volume based composite analogues, the required mass of powder for each portion (i.e. ceramic or metallic) was calculated using theoretical densities (Table 1). Both portions were mixed with a tubular mixer for 10 min. With the aid of a uniaxial press the mixed powder was pressed with a tool-steel die to 50 MPa. These pellets were hot pressed at 1600°C at a pressure of 40 MPa for 1 h.

Sample densities were measured as per AS1774.5:2014 [6] and compared to theoretical densities as a function of sample composition.

Light microscopy images were taken of these analogues to understand the fabricated macrostructure (Figure 3b). The elastic moduli were measured through the impulse exciation technique according to standards [7-9] using a GrindoSonic MK4 appartus. The Young's modulus for a rectangular bar sample is determined from the natural frequency corresponding to the first flexural mode of vibration.

**Table 1. Material properties of the Mo-Y2O3 powders [3, 10]**

<table>
<thead>
<tr>
<th></th>
<th>Molybdenum (Mo)</th>
<th>Yttrium Oxide (Y2O3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal Expansion</td>
<td>4.8-5.1</td>
<td>8.1</td>
</tr>
<tr>
<td>(CTE), [×10^6 K⁻¹]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Density, [g/cc]</td>
<td>10.2</td>
<td>5.03</td>
</tr>
<tr>
<td>Melting Point, [°C]</td>
<td>2610</td>
<td>2410</td>
</tr>
<tr>
<td>Crystal Structure</td>
<td>body centered cubic</td>
<td>cubic</td>
</tr>
</tbody>
</table>

To assess residual stress, both phases of the mixed composition samples were measured. Pure material samples were used as the d0 reference, as all samples were synthesised through the same thermo-mechanical treatment (i.e., pressure and temperature characteristics of the sintering process). A wavelength of λ = 1.67Å was used to measure the Mo(211) and Y2O3(440) reflections at scattering angles of 81° and 53°, respectively. The samples were stacked in series and measured while spinning continuously to achieve better statistics, as shown in Figure 1.
For the cylindrical samples of diameter 25 mm and height 8–10 mm, a relatively large gauge volume of 5x5x5 mm³ was used; it was assumed there was no macro-stress (samples were uniform and isotropic). However, the samples were measured in two principal directions (axial and lateral). Strains were measured with an accuracy of 5E10-5 in order to get an accuracy of ~20 MPa in the stress scale for metals, which was somewhat larger for the ceramics. In order to achieve this, the measurement time was adjusted according to the volume fraction and material, varying from 1 to 30 min.

**Results and Discussion**

The metallic powder used to fabricate the FGMs had a significantly larger particle size than its ceramic counterpart (Figure 2). Ceramic particles were flaky and had a fractured appearance in contrast to the more cleaved spherical morphology of the metallic powders.

![Fig. 2. Powder morphology for (a) Mo and (b) Y₂O₃ powders.](image)

Increasing the Mo volume fraction resulted in a slight reduction in the actual density of the samples, in comparison to theoretical values (Figure 3a). This was attributed to the restriction of the maximum attainable density of pure Mo to 97% through this fabrication route.

There was a distinct change in the powder shape from as-received to the final composite microstructure (Figure 3b). This was determined on a representative sample by optical light microscopy. The Mo component morphology became more elongated with treatment. This was a result of cold/hot uniaxial pressing creating an anisotropic microstructure.

The experimental results of Young’s modulus were compared to calculations, based on Hashin-Shtrikman (lower and upper) estimation of Young’s modulus [11]; results are shown in Figure 4. Overall, the results were consistent with the trends predicted by Hashin-Shtrikman bounds estimation, especially where the ceramic particles were in lower concentrations. The deviation was stronger in the higher ceramic volume fraction, which was attributed to micro-cracking. The effect of micro-cracking should, therefore, have also been exhibited in the stress state.

The results of neutron residual stress analysis on the composite samples are shown in Figure 5. The overall trend of compressive stress in the Mo, with Y₂O₃ being in tension, suggests the stresses stem from the thermal mismatch [12]. However, the stress state is anisotropic with distinctly different axial and lateral components. Although the lateral component Mo compressive stress seems to be over evaluated (especially for the 25% sample), the stress balance, \( f \cdot \sigma_{\text{Yr}} + (1 - f) \cdot \sigma_{\text{Mo}} \), shows it is within experimental uncertainties for all components.
Interphase micro-stresses explain the results, as no macro-stresses were detected in the composite samples, which were uniform, but not isotropic. Considering the manufacturing route (high-temperature uniaxial pressing), material properties of the different phases (coefficient of thermal expansion (CTE) and Young's Modulus (E) mismatch) and the microstructure details (anisotropic elongation with micro-cracking), a qualitative interpretation of the stress state in the composite was possible, as follows:

(i) The thermal stresses due to the mismatch in CTE were largely isotropic/hydrostatic, however, the oriented micro-cracking suggested a deviatoric stress component. The samples exhibited compressive stresses in Mo and tensile stresses in Y$_2$O$_3$ attributable to the discrepancy in the CTE (~5.0 for Mo vs. 8.1 for Y$_2$O$_3$). The hydrostatic stress can be evaluated for the quasi-isotropic approximation using the Hashin-Shtrikman relation [11] shown in Figure 6. When compared with the experimental data, stress relaxation is observable for the samples with $f(Y_2O_3) = 0.5$ and $0.75$ which indicates the presence of micro-cracking. This conclusion is backed up by the reduced Young's modulus measurements (Figure 4).

(ii) Anisotropy in the stress state could not reasonably be explained through the thermal mechanism only, as it generates mostly hydrostatic stress. The difference in lateral and axial stress can be attributed to the plastic deformation mechanism. Although quantitative estimations to accurately evaluate this effect are complex, simplified qualitative considerations support the concept of a deformation-induced stress factor. In general, for metal-ceramic composites, two phases are defined by the elastic-plastic metal and the semi-rigid ceramic particles. Uniaxial compression leads to an anisotropic stress state with the ceramic particle phase in compression in the axial direction and in tension for the lateral direction. Thus, combined with the thermally generated tensile stresses, the axial stress for the ceramic phase was expected to have more tensile stresses in the lateral direction and a reduced tensile stress profile for the axial direction. The same trend was observed experimentally at higher volume fractions $f(Y_2O_3) = 0.5$ and $0.75$, though the exact effect was determined through a combination of these competing mechanisms.
(iii) Stress relaxation through micro-cracking was another mechanism at play. This was supported by the elastic modulus measurements which indicated stress relaxation in the ceramic-rich samples. However, to result in anisotropic stress relaxation, the micro-cracking system is assumed to also be anisotropic with a preferred orientation of the crack plane normal to the axial direction, so the axial stress component is largely relaxed while there is less effect in the lateral direction. This assumption of the anisotropic micro-crack system is also consistent with the anisotropic microstructure observed in Figure. 3(b). The determination of the exact amount and type of micro-cracking is a matter of further study and will be investigated in a future publication.

![Graph showing micro-stress in each phase due to thermal mismatch: theoretical evaluation vs. experimental data (the axial component was taken as the experimental reference). The Hashin-Shtrikman bounds correspond to ΔT = -450°C.](image)

**Conclusion**

This study assessed the residual stresses in a series of metal-ceramic Mo-Y2O3 FGM analogue samples by means of neutron diffraction. The micro-stresses that formed were predominantly a result of the thermal coefficient mismatch; the micro-stresses were largely isotropic/hydrostatic. The presence of anisotropic stresses highlighted by the difference in the lateral and axial stresses were attributed to plastic deformation, induced in part by the production process. Stress relaxation through the development of micro-cracking was also detected by two independent experimental techniques; these accounted for the reduction in Young’s modulus. Overall, the final stress state of the composite samples of various phase compositions was determined experimentally to be a combination of these stress-inducing mechanisms, which are intrinsically linked to the nature of the materials and the technological manufacturing process. Future work will be centred on altering the processing route with the use of cold and hot isostatic pressing, in an attempt to re-evaluate the resultant residual stress by eliminating the directional plastic deformation.
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Abstract. Diffraction methods are commonly used for the determination of the elastic lattice deformation from the displacement and broadening of the diffraction peak. The measurements are performed selectively, only for crystallites contributing to the measured diffraction peak. When several phases are present in the sample, measurements of separate diffraction peaks allow the behaviour of each phase to be investigated independently [e.g. 1-4]. Comparison of experimental data with a multi-scale model allows us to understand the physical phenomena which occur during sample deformation at the level of polycrystalline grains. In the present work the methodology combining diffraction experiment and self-consistent calculation was used to study the mechanical behaviour of groups of grains within stainless duplex steel and Al/SiC composite. Special attention has been paid to the role of second order stresses on the yield stresses of the phases, as well as on the evolution of these stresses during the deformation process. The intergranular stresses were determined from lattice strains measured “in situ” during tensile tests. The diffraction measurements were done using synchrotron (ID15B, ESRF, Grenoble, France) and neutron (EPIsilon, FLNP, JINR, Dubna, Russia) radiations.

Experimental methodology
To study the elastoplastic behavior of two phase materials the diffraction measurements were performed “in situ” during a tensile test. Two materials, i.e., an aged duplex steel UR45N (50% of ferrite and 50% of austenite; microstructure, texture and composition are given in [3,4]) and a particle reinforced Al/SiCp composite (Al2124 matrix with 17% of SiC particles with size of 0.7 μm subjected to the T1 treatment ) were studied using diffraction methods of two types. The Al/SiCp
A composite was obtained by powder metallurgy processing followed by the T1 thermal treatment (air cooled from elevated temperature forming process). For the steel specimen, monochromatic synchrotron radiation with an energy of about 90keV (\(\lambda = 0.14256\) Å) and a beam size of 100 × 100 \(\mu m^2\) was applied. The measurements were carried out at the European Synchrotron Radiation Facility in Grenoble on the ID15B beamline. The diffraction pattern in the range of \(2\theta = 1.7 - 7.5^\circ\) was collected on two-dimensional detector PIXIUM4700 in the form of concentric rings corresponding to different \(hkl\) reflections for both phases: ferrite and austenite. The necessary conversion of two-dimensional images into 2θ diffractograms was performed with FIT2D software [5]. The peak positions were determined using the MULTIFIT software [6] and after that Bragg’s law was employed to determine the interplanar spacings \(d_{hkl}\).

The second experiment was performed for the particle reinforced Al/SiC\(_p\) composite specimen using the time-of-flight (TOF) neutron diffraction method enabling simultaneous measurement of different \(hkl\) reflections for both phases in the studied composite. For data acquisition two of nine detector banks covering a 2θ-range of \(82^\circ \leq 2\theta \leq 98^\circ\) were employed on the EPSILON-MDS diffractometer at the Joint Institute For Nuclear Research, Dubna, Russia [7]. A geometry of this kind allowed to determine stress tensor if the lattice strains are measured for two sample orientations with respect to the experimental setup. The measurement was performed for the initial material and after deformation of the sample during a tensile test. The incident beam of 10 mm width was pointed at the sample of 4.4 mm x 4.4 mm cross-section.

### Evolution of deviatoric stresses in duplex steel during plastic deformation

#### Initial state of the specimen

The analysis of the initial stresses and of the evolution of the lattice parameter for both phases was performed for the duplex steel measured using synchrotron radiation. Firstly the stress tensor was determined for the initial non-deformed sample. The principal stresses were decomposed into two parts: hydrostatic \((p)\) and deviatoric \((q, r, s)\), according to Eq. 1. The deviatoric stresses were determined directly from the measured lattice strains, while the additional assumption \(p = 0\) (zero values of hydrostatic stresses) was introduced in order to calculate the initial values of the lattice parameter \(a_0\) for both phases. The results are presented in Table 1.

\[
\begin{bmatrix}
\sigma_{11} & 0 & 0 \\
0 & \sigma_{22} & 0 \\
0 & 0 & \sigma_{33}
\end{bmatrix} = 
\begin{bmatrix}
p & 0 & 0 \\
0 & p & 0 \\
0 & 0 & p
\end{bmatrix} + 
\begin{bmatrix}
q & 0 & 0 \\
0 & r & 0 \\
0 & 0 & s
\end{bmatrix}
\]  

(1)

Table 1. Initial stresses and lattice parameters determined for both phases of the studied steel assuming zero value of hydrostatic stresses. The parameters used in the self-consistent model are also presented.

<table>
<thead>
<tr>
<th>Initially measured values</th>
<th>Austenite (\sigma_{RD}[MPa])</th>
<th>Ferrite (\sigma_{RD}[MPa])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(q) (\sigma_{RD})[MPa]</td>
<td>134 ± 15</td>
<td>-155 ± 19</td>
</tr>
<tr>
<td>(r) (\sigma_{RD})[MPa]</td>
<td>84 ± 15</td>
<td>-44 ± 19</td>
</tr>
<tr>
<td>(s) (\sigma_{RD})[MPa]</td>
<td>-218 ± 15</td>
<td>199 ± 18</td>
</tr>
<tr>
<td>(a_0) [Å]</td>
<td>3.6102 ± 0.0001</td>
<td>2.8791 ± 0.0001</td>
</tr>
</tbody>
</table>

| Single crystal elastic. constants \(c_{11},c_{12},c_{44}[GPa]\) | 198, 125, 122 | 231, 134, 116 |

| Slip systems \((111\{110\} and (111\{211\})|\( (110\{111\}) \) |

<table>
<thead>
<tr>
<th>Parameters of Voce law</th>
<th>(\tau_0) [MPa]</th>
<th>(\theta_0) [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\tau_0) [MPa]</td>
<td>170</td>
<td>370</td>
</tr>
<tr>
<td>(\theta_0) [MPa]</td>
<td>380</td>
<td>190</td>
</tr>
</tbody>
</table>

As illustrated in Fig. 1 and presented in Table 1, the initial deviatoric stresses acting in ND direction on austenite grains are compressive, while the stresses acting on the ferrite grains are tensile. Meanwhile the initial stresses in direction RD are tensile for austenite grains and compressive for the ferrite ones. The absolute values in both cases (for ND and RD directions) are approximately
equal but they have opposite signs for each phase, therefore the specimen containing the same fractions of ferrite and austenite is in a state of equilibrium. The initial stresses were generated during cooling of the material, after aging process (details of the thermal treatment are given in [3,4]). The deviatoric type of stress state would be explained probably due to various interaction of the grains in different directions caused by the ellipsoidal shape of inclusions (see Fig.1) and the difference in thermal expansion coefficients of austenite and ferrite.

![Fig. 1. The initial deviatoric stresses acting on the austenite and ferrite grains in the initial sample.](image)

The initial deviatoric stresses (shown in Table 1) and the previously measured crystallographic textures [3,4] were used as the input data for elasto-plastic self-consistent model [8]. The calculation were performed for the single crystal elastic constants and slip systems given in Table 1. Additionally, the ellipsoidal shape of inclusions corresponding to microstructure presented in [3,4]: $a/b = 5$, $a/c = 10$ (the $a$ and $c$ axes are defined in Fig.1, while $b$ axis is parallel to TD direction) was assumed for both phases. The aspect ratios of inclusions were determined from the EBSD orientation maps shown in [3,4].

**Lattice parameter evolution**

Due to the small range of deformation (about 17%) and the almost linear character of hardening in the plastic range of deformation (Fig. 2) only two parameters of Voce law (Eq. 2) were adjusted for each phase of the studied steel.

$$
\tau_c^{gr} = \tau_0^{ph} + \left(\tau_1^{ph} + \theta_1^{ph} \xi^{gr}\right) \left[1 - \exp\left(-\frac{\theta_0^{ph} \xi^{gr}}{\tau_1^{ph}}\right)\right]
$$

![Fig. 2. The dependence of macrostress $\Sigma_{11}$ vs. macrostrain $E_{11}$ for experimental data and model predictions.](image)

**Fig. 3. The evolution of lattice parameter during the in-situ tensile test of duplex steel for different hkl reflections for a-c) ferrite d-f) austenite.**

![Fig. 3. The evolution of lattice parameter during the in-situ tensile test of duplex steel for different hkl reflections for a-c) ferrite d-f) austenite.](image)
The model results were fitted simultaneously to the macroscopic stress-strain curve (Fig. 2), as well as to the dependence of lattice parameters \( \langle a \rangle_{hkl} \) measured vs. applied stress \( \Sigma_{11} \) for different \( hkl \) reflections (Fig. 3). The values of \( \tau_0 \) and \( \theta_0 \) obtained by trial and error optimization are shown in Table 1 for both phases of the studied steel. The information about the value of the lattice parameter was obtained for the experimental data directly using Eq. 3 and for the model data according to Eq. 4.

\[
\langle a \rangle_{hkl} = \langle d \rangle_{hkl} \sqrt{h^2 + k^2 + l^2} \\
\langle a \rangle_{hkl} = a_0 \langle \epsilon \rangle_{hkl}^{model} + 1
\]

where \( a_0 \) is the initial lattice parameter calculated from the initial sample (Table 1), \( \langle d \rangle_{hkl} \) is the lattice strain measured using diffraction and \( \langle \epsilon \rangle_{hkl}^{model} \) is the model predicted lattice strain. Figs. 2 and 3 show a very good agreement of model and experimental data both for the macroscopic and microscopic/grain states. We can distinguish three different stages, the elasticity of both phases (before \( \Gamma \) point), the elasticity of ferrite and the plasticity of austenite (between \( \Gamma \) and \( \Omega \) points) and the plasticity of both phases (after \( \Omega \) point).

**The lattice parameter for initial and deformed sample**

The dependence of the lattice parameter measured for different \( hkl \) direction vs. orientation factor

\[
3\Gamma = \frac{h^2k^2 + h^2l^2 + k^2l^2}{(h^2 + k^2 + l^2)^2}
\]

is shown in Fig. 4 for the initial (a and c) and the deformed (a and c) samples (where the deformed/residual state is after unloading of the applied stress).

**Ferrite**

**Austenite**

![Fig. 4.](image)

**Fig. 4.** The measured lattice parameter as a function of the orientation factor \( 3\Gamma \) for a) ferrite in the initial state, b) ferrite in the residual state, c) austenite in the initial state and d) austenite in the residual state.

Analysing the obtained results we can see a good agreement between experimental and model results. We can conclude that important phase deviatoric stresses exist in the initial sample (observed large difference between the lattice parameter in RD and ND directions), and that the initial stresses do not
depend significantly on grain orientations (linear dependence of \( \langle a \rangle_{hkl} \) vs. \( 3\Gamma \)). On the other hand, for the majority of grain orientations, the residual stresses decreased in the deformed and unloaded sample, i.e. for many \( hkl \) reflections in each phase the \( \langle a \rangle_{hkl} \) values are similar in RD and ND directions, and they approach the value of the initial \( a_0 \) parameter. It means that in general the deviatoric stresses decrease and an insignificant evolution of hydrostatic stresses was observed. However, the residual stresses after plastic deformation depend strongly on grain orientations and the \( \langle a \rangle_{hkl} \) vs. \( 3\Gamma \) dependence is no longer linear (significant deviations were observed for the 200 reflection in both phases).

**Thermal stresses in Al/SiC\(_p\) composite during plastic deformation**

In the previous section the evolution of deviatoric stress was studied, but insignificant changes of hydrostatic stress were measured and predicted using a self-consistent model. The second experiment described in this section will show a significant evolution of hydrostatic type of stresses. The experiment was performed using TOF diffraction and the measurement was performed for the Al/SiC\(_p\) composite subjected to the T1 treatment. It is well known that a significant difference in the thermal coefficient of aluminium and silicon carbide (Table 2) causes the appearance of initial thermal stresses between those phases in the composite. In stress analysis the method allowing determination of stress tensor as well as \( c/a \) parameter was applied [9], assuming single crystal elastic constants for the 6H polytype of SiC [10] (Rietveld analysis of X-ray diffraction results shown about 80% of this polytype in the SiC powder).

**Table 2. Material data of Al/SiC\(_p\) composite.**

<table>
<thead>
<tr>
<th></th>
<th>Al</th>
<th>SiC (6H polytype)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single crystal elastic constants (GPa)</td>
<td>( C_{11} = 106.8 , C_{12} = 60.4 , C_{44} = 28.3 )</td>
<td>( C_{11} = 501 , C_{12} = 111 , C_{13} = 52 , C_{33} = 553 , C_{44} = 163 )</td>
</tr>
<tr>
<td>Thermal expansion coefficient (K(^{-1}))</td>
<td>( \alpha_a = 23.6 \cdot 10^{-6} )</td>
<td>( \alpha_a = 4.3 \cdot 10^{-6} , \alpha_c = 4.7 \cdot 10^{-6} )</td>
</tr>
</tbody>
</table>

Table 3 contains information about the thermal hydrostatic stresses in SiC (denoted by \( p \) in Eq. 1) and about the average response of the matrix Al for both stages: for the initial and the deformed specimen (tensile test). In the case of the Al matrix we have calculated the hydrostatic component of the average stress tensor seen by the diffraction experiment due to averaging over many grains, although local stresses in the matrix are not of purely hydrostatic nature. The main problem in evaluating the absolute \( p \) values is that the measurement performed on the reference stress free powder specimen is not reliable. That is why we show also a relative value \( \Delta p \) which is the difference between the value for the deformed specimen and for its initial state. We can conclude that an important increase of hydrostatic stress occurred in the SiC reinforcement corresponding to the relaxation of initially large compressive thermal stress. Also, the decrease of the hydrostatic part of average stress in the Al matrix has been observed as a consequence of stress relaxation of the stress around SiC inclusions.

As seen in Table 3 the values of \( \Delta p \) are not correctly predicted by the self-consistent model in which the hydrostatic stresses do not influence plastic behavior and do not change during plastic deformation. Therefore to explain the relaxation of the hydrostatic stresses occurring in the Al/SiC\(_p\) composite the heterogeneity of the stresses in the matrix around reinforcement particles must be taken into account. In Table 3 the deviatoric stresses are presented as well. In this case we can observe the evolution which is qualitatively (but not quantitatively) predicted by the self-consistent model.

**Table 3. Stress values of phases in Al/SiC composite in initial state and after deformation. Experimental (exp) and model predicted values (mod) are shown.**

<table>
<thead>
<tr>
<th>Specimen</th>
<th>( p ) [MPa]</th>
<th>( \Delta p ) [MPa]</th>
<th>( q ) [MPa]</th>
<th>( r ) [MPa]</th>
<th>( s ) [MPa]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>55±20 (exp)</td>
<td>-67±20 (exp)</td>
<td>25±7 (exp)</td>
<td>-8±8 (exp)</td>
<td>-18±8 (exp)</td>
</tr>
</tbody>
</table>
Summary
In the present work the evolution of deviatoric and hydrostatic stresses during plastic deformation was studied using diffraction and a self-consistent model. At first the deviatoric stress in duplex steel was measured and compared with model calculations. It was found that the evolution of this type of stress is correctly predicted by the elastoplastic model for both phases of the studied steel. Deviatoric stresses cause a plastic process at the macroscopic level as well as at polycrystalline grains leading to the activation of slip systems. This is why the self-consistent model correctly accounts for the statistical role of such stresses. On the contrary, the evolution of hydrostatic stresses during plastic deformation, studied for the Al/SiC_p composite, were not well predicted by the self-consistent model. These stresses cannot activate slips on crystallographic planes and in fact they are not seen in the crystallographic elastoplastic models based on statistical calculations in which the stress heterogeneity is not taken into account. It was found that in the self-consistent model hydrostatic stresses do not change, while in the real composite the relaxation of those stresses was determined using diffraction. The latter phenomena can be explained by the evolution of heterogeneous stresses in the Al matrix or/and by the damage processes initiated between the reinforcement and the metal matrix. This process could be predicted using for example a FEM model.
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Abstract. The use of high-strength steels in the manufacture of energy pipelines, coupled with the transition to larger pipe diameters and greater wall thicknesses, has led to an increased potential for cracking including hydrogen assisted cracking of energy pipelines due to higher constraint induced stresses. In the present study, a modified version of the Welding Institute of Canada (MWIC) restraint test was used to simulate the constraint conditions of full-scale girth welds on energy pipelines, allowing the influence of welding process parameters on crack formation to be assessed. MWIC test samples of X70 grade high-strength low alloy pipeline steel were manually welded using two different welding processes, namely shielded metal arc welding (SMAW) and modified short-arc welding (MSAW). Residual strains, and hence stresses, in these samples were analysed quantitatively using neutron diffraction technique. Overall, results indicate that the modified WIC restraint test produces significant residual stresses and so is effective in constraining the root run and in consequence studying the hydrogen assisted cracking of high-strength pipeline steels.

Introduction
The construction of Australian oil and gas pipeline networks is carried out using high strength low alloy (HSLA) steel line pipe and employing Shielded Metal Arc welding (SMAW) in conjunction with hydrogen rich cellulosic consumables. The application of cellulosic electrodes at ambient temperature ensures good weld penetration and shorter construction lead time with huge cost saving [1]. The drawback however is the risk of hydrogen cracking emanating from high hydrogen content of cellulosic electrodes and the high levels of restraint as a result of clamping and lifting stresses the pipeline is subjected to during construction. The Welding Institute of Canada (WIC) test was developed more than 30 years ago to provide a simple and economical way for the assessment of weldability and risk of hydrogen assisted cold cracking. Over the past three decades it was extensively utilised by the industry to qualify pipeline welding procedures [2-5]. However, the geometry of WIC test has some shortcomings associated with the difficulty for instrumentation of the WIC for the physical measurements of strain and temperature distribution during welding. This is further exacerbated with a low success rate of achieving industry acceptable welds in the WIC test environment. The original WIC design has been modified to better represent stovepipe welding of pipelines, as shown in Fig.1. The modifications enabled better control of welding mechanics and thus achieving reasonable success rate in depositing an industry acceptable weld [6]. The new designed geometry enables easier access for instrumentation and more reproducible production of test specimens. To ensure that the modifications did not modify significantly the thermal and restraint
conditions of the test and the results are comparable with those achieved in other studies using the WIC test, physical and Finite Element studies for the original and modified test geometries have been undertaken [6, 7]. The results have shown that the modifications to the design have little or no influence on the thermal and mechanical properties of the test, but improve the ease with which consistently high quality samples are produced. The results have shown the modifications to the design have little or no influence on the thermal and mechanical properties of the test, but improve the ease with which consistently high quality samples are produced. The modified test procedure is now accepted for a wide range of investigations.

Due to the novelty of this weldability test, there is no report on the prediction and measurement of residual stresses, which is one of the influential factors in weld metal cracking including hydrogen assisted cold cracking (HACC), in the MWIC test. Moreover, no direct link has been established so far between the welding processes of the MWIC test and the welding stresses. To address the above issues, the current paper is focused on an investigation of the effects of welding process on residual stresses in the MWIC test. Residual stress measurements in these samples were analysed quantitatively using neutron diffraction techniques on the KOWARI strain scanner at the OPAL research facility operated by the Australian Nuclear Science and Technology Organisation (ANSTO).

**Experimental procedure**

**Details of weld deposition procedure**

The weld consumable was specified to be a E6010 electrode for the shielded metal arc welding (SMAW) with a diameter of 3.2 mm while for the MSAW the root pass was completed with an ER70s-6 electrode. The chemical composition of both electrodes is shown in Table.1. Four samples were fabricated, two samples was used to measure the lattice spacing ($d_{0,hkl}$) in a stress free mode for both welding processes and the other two samples were used to evaluate the residual stresses for SMAW and MSAW process. The yield strength of the parent metal is 490-520 MPa.

<table>
<thead>
<tr>
<th>Chemical Compositio</th>
<th>%C</th>
<th>%Mn</th>
<th>%S</th>
<th>%Si</th>
<th>%P</th>
<th>%C u</th>
<th>%C r</th>
<th>%N i</th>
<th>%M o</th>
<th>%V</th>
<th>%Ti</th>
<th>%N</th>
</tr>
</thead>
<tbody>
<tr>
<td>ER 70S-6</td>
<td>0.09</td>
<td>&lt;1.6</td>
<td>0.007</td>
<td>0.9</td>
<td>0.007</td>
<td>0.20</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>0.05</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>E6010</td>
<td>0.16</td>
<td>0.62</td>
<td>0.009</td>
<td>0.1</td>
<td>0.009</td>
<td>-</td>
<td>0.02</td>
<td>0.2</td>
<td>0.01</td>
<td>&lt;0.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Parent metal</td>
<td>0.05</td>
<td>1.55</td>
<td>0.001</td>
<td>0.2</td>
<td>0.009</td>
<td>0.15</td>
<td>0.26</td>
<td>0.19</td>
<td>0.18</td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The macrographs of both welded specimens are shown in Fig. 1. The size of the root pass along with the HAZ are clearly visible on the macrographs. The MSAW welded joint appears to be more uniform with higher weld deposition volume in contrast to the SMAW with less uniform and lower weld deposition volume.
Neutron diffraction

Neutron diffraction utilises a beam of neutrons with a momentum $p$, and associated wavelength $\lambda$:

$$\lambda = \frac{h}{p}$$  \hspace{1cm} (1)

where $h$ is Planck’s constant. When the neutron beam penetrates crystalline materials, a diffraction pattern with sharp maxima is produced. The diffraction pattern can be described in terms of Bragg’s law:

$$2d_{hkl} \sin \theta_{hkl} = n\lambda,$$  \hspace{1cm} (2)

where $d_{hkl}$ are the lattice spacing, $n$ is an integer number representing the order of the reflection plane and $\theta$ is the angle between the incident ray and the scattering planes. A small change in the lattice spacing ($\Delta d_{hkl}$) will result in a change in the angular position of the diffraction peak ($\Delta \theta_{hkl}$) given by the following equation:

$$\Delta \theta_{hkl} = -\tan \theta_{hkl} \cdot \frac{\Delta d_{hkl}}{d_{hkl}}$$  \hspace{1cm} (3)

The lattice normal strain $\varepsilon$ is given by:

$$\varepsilon = \frac{d_{hkl} - d_{0,hkl}}{d_{0,hkl}} = -\Delta \theta_{hkl} \cdot \cot \theta_{0,hkl},$$  \hspace{1cm} (4)

where $d_{0,hkl}$ is the strain-free lattice spacing for the $hkl$ planes, and $\theta_{0,hkl}$ is the diffraction angle of the unrestrained lattice. The strains ($\varepsilon_{xx}$, $\varepsilon_{yy}$, $\varepsilon_{zz}$) convert to the three-dimensional stress ($\sigma_{xx}$, $\sigma_{yy}$, $\sigma_{zz}$) state by using the generalised Hooke’s law [5]. Measurement of residual stresses were performed using the KOWARI instrument with neutron diffraction for the $\alpha$-Fe (2 1 1) reflection using a nominal gauge volume of 2x2x2 mm$^3$. SScanSS virtual laboratory software was used in experimental design to determine the optimum sample orientations to minimise path length and hence count times during measurements. It must be noted that due to the large thickness in the support plate we have implemented a necessary machining step to achieve the desired path length of less than 80 mm for measurements in the transverse direction, a small 10 mm blind hole at 45 degree (minimal to retain the fully constrained condition) was machined in the support material as shown in Fig. 2a. Measurement points were located in along a single line running parallel to the transverse ($Y$) direction at $Z=1.6$ mm in the middle of the specimen in $X$ direction. A total of 14 measurement points were used at 2 mm intervals to cover a total range in the transverse direction of ±10 mm from the weld centreline. Unstrained (d-zero) measurements were performed using reference cubes (6x6x6 cm$^3$).
mm$^3$) from the weld and parent metal. Further details of the neutron diffraction analysis to evaluate the residual stresses during welding are given in the published works of [8, 9].

Fig.2: Experimental set up (a) Schematic and definition of coordinate system and (b) Neutron diffraction measurements of the MWIC using Kowari strain scanner at ANSTO

Results and discussion
Fig.3 (a) and (b) show the longitudinal, transverse and normal residual stresses for the MSAW and SMAW processes in the MWIC specimen. Results showed that for both processes, stresses in the transverse direction were tensile and dominant, with longitudinal stresses also predominantly tensile. In contrast, normal stresses were found to be oscillatory and comparatively low in magnitude. Measured peak stresses in the longitudinal direction were approximately equal and lower than transverse in both samples. This was due to the short weld length of 50 mm and lower constrained condition in that direction. These observed differences in residual stress profiles may be attributed to process effects such as energy density and deposition rate, but may also be due to observed differences in weld bead profile between the MSAW and SMAW samples causing a redistribution of stresses. In particular the apparent weld bead size is greater in the MSAW sample which can be clearly seen in Fig.1. Clearly such changes in weld size significantly change constraint conditions and hence residual stresses. As such, the measured values of stress are not directly comparable between the MSAW and SMAW samples despite them being produced with equivalent weld heat inputs.
Conclusions
The key findings of this experimental study were:

- Highest tensile residual stresses were found in the transverse direction, while the magnitudes of the longitudinal stresses were slightly lower due to short length of the weld.
- The transverse residual stresses were of greatest magnitude in the MSAW sample. While this may be unexpected, it could be related to the significant differences in weld profile between the MSAW and SMAW samples. The larger weld bead size in the MSAW sample could significantly change the constraint conditions and hence residual stresses.
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Abstract. Post-weld heat treatment is often required for pressure vessel and piping components for relaxing residual stresses and increasing the resistance to brittle fracture. The present study employed neutron diffraction to examine the effects of conventional post-weld heat treatment (PWHT) on the residual stresses in multi-pass, high-strength, low-alloy-steel, weld joints made by combined Modified Short Arc Welding (MSAW) and Flux Cored Arc welding (FCAW) processes. Residual stresses in excess of yield strength were developed in the Heat Affected Zone (HAZ) and the weld metal of the as-welded specimen (particularly the upper layers of the weld) which were reduced significantly as a result of applying PWHT. Also PWHT lead to substantial changes in the microstructural characteristics of high-strength, low-alloy-steel welds.

Introduction

Post-weld heat treatment (PWHT) is a stress relieving process where a uniform heating is applied at subcritical temperatures for a specified period of time until the desired stress relief is attained. The selection of the subcritical temperature is dependent on the alloy chemistry while the soaking time is thickness related [1]. In order to confirm the success of PWHT, an analysis of the microstructure and remaining residual stresses along with some basic mechanical testing is mandatory. An inappropriate stress relief heat treatment could lead to increasing residual stresses, distortion and degradation of the microstructure due to precipitation of carbides and resultant embrittlement [2]. Furthermore, from an economical view point, it is important to know if the annealing time is either too long (higher energy consumption) or unnecessarily short.

So far several experimental and numerical investigations have been carried out on the comparison of residual stress levels before and after PWHT. Paddea, et al. [3] used the neutron diffraction method to measure the residual stress distributions in a P91 steel-pipe girth weld before and after PWHT. They reported peak tensile residual stresses dropping from 600 MPa to 120 MPa after reheating to 750ºC during PWHT. Smith and Garwood [4], using the more classic method of hole drilling, have reported a similar finding in a submerged-arc weldment in a 50 mm thick ferritic steel. They found significant reduction from 740 MPa to 140 MPa following PWHT. Cho, et al. [5] developed a 2D, thermal-elastic-plastic, finite-element model to evaluate the residual stresses for the as-welded condition and after PWHT. It was found that maximum residual stress for K- and V-type weld joints of thick plates were 316 and 256 MPa, respectively, which were reduced to 39.3 and 3.7 MPa. Mitra, et al. [6] developed experimentally validated, finite-element models to investigate the effects of temperature and time on the relieving of residual stresses after PWHT for 800 mm thick
steel weldment. Rapid decrease of residual stresses during the initial stages of holding time at the PWHT temperature was found. Moreover, it was found holding temperature had a significant role on the relief of residual stresses, particularly when the PWHT is carried out at relatively lower temperatures. Yu, et al. [7] investigated the effects of PWHT on microstructural and mechanical properties in laser welds of GH3535 superalloy. An increase of up to 90 MPa in the tensile strength of the joints was found after the PWHT at 871 °C for 6h, which was exceeding the strength of the original state of the base metal. The increase in the tensile strength of post-weld heat treated joints was found to be related with Mo-Si-rich, M6C-type carbides which were observed at solidification grain boundaries and solidification subgrain boundaries.

As briefly mentioned here, there is no report to examine the effects of PWHT on residual stress and microstructure of high-strength, low-alloy steel (HSLA) welds. Also the underlying mechanism of relaxation of residual stresses during PWHT process has not been identified. The current study is therefore carried out to characterize the PWHT process with respect to microstructure and residual stresses of the welded joint for multi-pass welds. In this paper we present comparative results of microstructural and residual stress measurements for the specimens in the as-welded condition and after successful PWHT.

Experimental procedure

Details of weld deposition procedure
The test specimens comprised two 20 mm thick steel plates (API 5L grade X70) with the dimensions of 250x200 mm². Two samples were fabricated, one sample was used to measure the lattice spacing (d₀₀₀₀) in the stress free mode and the other sample was used to evaluate the residual stresses for the as-welded condition and after the PWHT process. The yield strength of the parent metal is 490-520 MPa while the yield strength of the weld metal is about 545 MPa.

Microstructural analysis
The welded specimens were sectioned transversely and ground and polished down to 1 μm diamond paste for metallographic analysis of the weld metal (WM), the heat-affected zone (HAZ) and parent metal (PM). For microstructural analysis, the samples were etched in 5% Nital (5 % nitric acid in ethanol) or prepared by a double etching procedure using 2% Picral (2% picric acid in ethanol) and 2% Nital (2 % nitric acid in ethanol) solutions. An Axio Zeiss optical microscope and an SEM QUANTA 450 were used to examine the microstructure of the WM, HAZ and the PM. Also transmission electron microscopy (TEM) analysis was carried out to fully characterize the morphology of the microstructure, precipitates and dislocations in different regions of the weld. TEM sample preparation was carried out using focused Ion beam (FEI Helios Nanolab 600-SEM) at the Adelaide microscopy centre.

Neutron diffraction
Neutron diffraction measurements were performed at the Australian Nuclear Science and Technology Organization (ANSTO) using the KOWARI strain scanner. Details of the procedure can be found elsewhere [8, 9]. To perform strain measurements for the as-welded material and after PWHT, a 3 × 3 × 3 mm³ gauge volume was used. The Si (400) type double focusing monochromators generated a neutron beam with the wavelength of 1.67Å. A detector angle, 2θ, was set at 90° corresponding to the αFe (211) diffraction peak.

Results and discussion

Residual stress
Fig.1 (a) and (b) show the longitudinal, transverse and normal residual stresses for the as-welded specimen. Tensile residual stress in excess of the yield strength of both the weld and parent metal was found at the depth of 3 mm from the weld surface and in the weld centreline for the as-welded
specimen. The high tensile residual stress (longitudinal) at this region may be due to the fact that this is the last and final weld pass deposited and therefore the weld material could not have benefited from the tempering effect that previous passes had as the following pass was deposited. Therefore, thermal distribution is less uniform within this region as on one side the last pass is in contact with the already deposited passes and on the other side the heat is directly dissipated into the air. The formation of columnar grains is an indication of directional cooling of the last pass.

However as the depth of measurement increases (10 mm below the top surface) a decrease in the magnitude of residual stresses can be found due to tempering effects. The distribution of residual stresses across the weld after PWHT is shown in Fig. 2 (a) and (b). These data clearly reveal a substantial reduction in the magnitude of residual stresses after applying PWHT with a maximum of 142 MPa which is approx. 26% of the yield strength of the weld metal.

![Fig.1: Residual stress measurements for the as-welded specimen: (a) 3 mm from the top surface; (b) 10 mm from the top surface.](image1.png)

![Fig.2: Residual stress measurements after PWHT: (a) 3 mm from the top surface; (b) 10 mm from the top surface.](image2.png)
Microstructural analysis
Fig. 3 provides representative microstructures of the Coarse-Grain Heat-Affected Zone (CGHAZ, close to the fusion zone), for as-welded and post-weld heat treated specimens, examined in this work. The as-welded specimen however, contains Widmanstätten ferrite, bainite and polygonal ferrite but still is a mainly acicular ferritic weld [8]. While due to tempering effects in PWHT resulted in grain growth and coarsening of the microstructure, mainly equiaxed polygonal ferrite was found. It can also be seen that the microstructure in the CGHAZ is more homogeneous in terms of grain size after the PWHT process. In order to fully characterize the microstructure of the as-welded and post-weld heat treated specimens, TEM analysis was carried out. The TEM micrographs in Fig. 4, which were taken from the weld centreline in the as-welded sample and after PWHT, clearly demonstrate the effect of thermal treatment on the rearrangement of dislocations and the formation of sub-grain boundaries. It is widely accepted that dislocation climb, a thermally activated process, is a prerequisite for sub-grain formation during creep of metal and alloys. Therefore existing sub-grains for the post-weld heat treated specimens, as shown in Fig. 4, indicate the dislocation climb and as a result, the development of creep strain during PWHT as a driving mechanism behind residual stress relaxation, which is in line with previous reports [10, 11].

![Fig. 3: SEM micrographs showing the CGHAZ in the weld centreline in both (a) as-welded and (b) post-weld heat treated specimens.](image)

Conclusions
The key findings of this experimental study were:

- The magnitude of the residual stresses decreased substantially after PWHT (about 26% of yield strength of the weld metal in the longitudinal direction and 20% in the transverse direction).
- High temperature leads to microstructural changes and an increase in the dislocation mobility, assisting dislocation climb and diffusion. This supports the creep-strain-induced, stress-relaxation mechanism during PWHT and explains the decrease of residual stress in the PWHT specimen.
Fig. 4: TEM micrographs showing the weld metal in (a) as-welded and (b) post-weld heat treated specimen.
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Abstract. Systems in power, petrochemical and refinery plants are subject to innumerable degradation mechanisms. Welds are the critical regions in such components. The focus of this project is on Liquid Petroleum Gas (LPG) storage vessels manufactured for Australian refineries in the 1960s. Residual stresses were measured in seam and circumferential welds extracted from the vessels. The aim of this project is to measure the residual stress storage vessel. This data will be used to engineer a procedure to repair the vintage steel plates of the pressure vessels with modern consumables and welding techniques.

Introduction
Residual stresses influence damaging mechanisms including; crack initiation and propagation, fatigue, creep, corrosion, stress corrosion cracking (SCC) and time to final fracture/failure of the component \cite{1}. The residual stresses generated during welding process can be detrimental to the service life of the component, leading to premature and unexpected failure \cite{2-6}.

Until recently, the measurement of residual stresses in thick welded components was not practically feasible using non-destructive techniques. Conventionally, the residual stress in welded components was assumed to be equal to the yield of the material \cite{8}. As many pressure vessels and similar components manufactured in the early to mid-twentieth century are still in service, it is important to measure these stresses, and in turn see how their actual values are similar or diverge from this assumption. Furthermore, it is important to understand how modern welding techniques can be employed, and how these repairs influence the remaining service life of the component.

There is a unique opportunity to have access to heritage steel from pressure vessels that were manufactured by the Australian pressure vessel industry in the 1960s. Furthermore, these vessels have been subject both thermal and pressure cycling over the past 50 years. Residual stress measurements in circumferential welded sections and seam welded sections were analysed, using neutron diffraction at the Australian Nuclear Science and Technology Organisation (ANSTO), using the KOWARI strain scanner. Due to the widespread use of aging pressure vessels around Australia and around the world, developing a clear understanding of the impacts of residual stress distributions is an important problem, and should contribute greatly to projected lifetimes of the pressure vessels in question.

Experimental Procedure
The GS9 pressure vessel was constructed in the 1960s with 29mm steel plate of B58A material. 11 plates were used for the body and 4 for the semi-elliptical heads. Plates were formed using a brake press, and welded using submerged arc welding. The seam and circumferential welds were not stress relieved by post weld heat treatment, however hydrostatic testing was employed in their manufacture.
The pressure vessels were designed for a pressure of 250 Psi, and hydrostatically tested to 425 Psi (being 40% and 67% of yield).

Circumferential and seam welds were sectioned from the (Table 1: Test certificate material properties of parent metal) to final plate dimensions were 500x400x29 mm³. This geometry was chosen to preserve the residual stress field in the weld at the centre of the plate. A stress free sample \( (d_{0,hkl}) \), was EDM cut from the cross section of the circumferential weld. The stress free reference sample was used to calculate the lattice distortion in the seam and circumferential samples, and in turn calculate the residual stress in these regions.

### Table 1 - Test certificate composition and material properties of B58A (1965)

<table>
<thead>
<tr>
<th></th>
<th>Yield [MPa]</th>
<th>UTS [MPa]</th>
<th>El%</th>
<th>C %</th>
<th>P %</th>
<th>Mn %</th>
<th>S %</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1596</td>
<td>227</td>
<td>474</td>
<td>25</td>
<td>0.25</td>
<td>0.042</td>
<td>0.62</td>
<td>0.047</td>
</tr>
</tbody>
</table>

**Neutron Diffraction**

Neutron diffraction was used to measure the residual stresses in the welded samples. Experiments were conducted at Australian Nuclear Science and Technology Organisation (ANSTO), using the KOWARI strain scanner [10]. The nominal gauge volume was 5x5x5 mm³, and 62 points were mapped individually for the circumferential and seam welds, in the longitudinal, transverse and normal directions. An exposure time of 300 seconds per measurement point was used. Neutrons with wavelength 1.67 Å were focussed using the Si (400) double focussing monochromator. Detector angle (2θ), was set to 90°, corresponding to α-Fe (211) diffraction peak.
Results and Discussion

Figure 3 and Figure 4 show an etched macroscopic cross section of the circumferential and seam welds. The images showed that the vessels were welded with a total of 4 passes for each weld type. The first pass was from the inside. Through the measurement of the size of the weld cap and respective heat affected zones, the inside weld had a greater heat input with respect to the outside.

Figures 5-8, below, show the longitudinal, transverse and normal residual stresses, at the center of the welds and 20 mm either side, for the circumferential and seam welds. Results showed that for both the welded samples, the maximum stresses were lower than the value used to calculate the critical crack size of 4mm by Moss in 1993 [7]. The seam weld has a normalized stress of up to 50% of the yield stress of the material, and the circumferential weld was larger reaching up to 90%.

For both welds, stresses in the longitudinal direction were tensile and dominant, with transverse stresses also predominantly tensile. The stresses in the radial direction were found to be compressive and low in magnitude. The magnitude of tensile stresses, are greater in the circumferential weld than the seam weld. Historic reports indicate that plates were formed into circular sections and seam welded first, and after the 11 sections of the body have been fabricated, they were circumferentially welded together [7]. This could be a reason to why circumferential weld residual stresses are greater than those seen in the seam welds.
Figure 5 - Residual Stress at circumferential weld centre

Figure 3 - Residual Stress at seam weld centre

Figure x4- Residual Stress at the toe, 20mm from circumferential weld centre
Future work:

The above results will aid in the process to engineer a new repair procedure for the LPG pressure vessels, and other vessels manufactured using similar manufacturing practices. An incorrect welding procedure can induce severe undesirable stresses into components. A procedure must be designed to induce desirable stresses into the pressure vessels, to in turn not affect the remaining life time, and allow them to operate in a reliable and safe manner. A repair will be conducted on the inside of both circumferential and seam welded sections, and residual stresses generated through the repair procedure will be compared to the above data. A finite element model will be created for both cases to verify the results obtained through neutron diffraction.

Conclusions

Neutron diffraction measurements were successfully performed on the thick welded section extracted from the vintage LPG pressure vessel. The important results of this experimental study were:

- Residual stress distributions in the vessels are below the yield stress of the steel material.
- The magnitude of the tensile residual stresses were greater in the circumferential welds, particularly in the longitudinal direction.
- The stresses in the transverse direction were mainly tensile for both specimens, however stresses in the radial direction were found to be compressive and low in magnitude.
- The longitudinal stress in the center of the seam weld was around 50 % of yield.
- The longitudinal stress in the center of the circumferential weld was close to 90 % of yield.

Collected information will provide valuable information for the fitness-for-service assessment, in particular the critical crack size and potential repair procedure in the near future.
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Abstract. In this paper, welding induced residual stresses in a welded API 5L X65 girth pipe spools are discussed in as-welded and in local post weld heat treated conditions. Stress measurements were carried out non-destructively using the neutron diffraction technique. For such large-scale components residual stress measurements require significant preparation and planning. First of all, a choice of stress free lattice spacing value, discussed extensively, is of great importance for the evaluation of residual strains and stresses correctly. Besides, the use of a virtual instrument (SSCANSS software) can optimize measurements for distorted or undistorted large components with or without complex details. Moreover, the well-planned “window” cut through the thickness greatly reduced measurement time. A number of points were measured across the weld, HAZ and the parent material. Measurement results showed that residual stresses in the as-welded condition was lower than the yield strength of the material, and significant relaxation was also observed in the post weld heat treated samples.

Introduction
Welding residual stresses are generated due to the thermal cycle induced incompatible internal strain that remained in the weld structure after cooling. The nature of the residual stresses and the factors affecting the stress conditions are discussed in Leggatt’s paper [1]. With regard to the integrity of welded structures, high tensile residual stresses existing in pipeline weldments reduce the load capacity, increasing proximity to brittle fracture together with the applied external loads.

There are various measurement methods available, either destructive or non-destructive for evaluating residual stress states of component. The neutron diffraction technique has been widely used in numerous research work [2-7] for the measurement of welding residual stresses due to its advantages. Basically, all three components of the residual stress can be measured non-destructively. Besides, the intensity of the beam enables penetration into the bulk material and through thickness stress profiles can be obtained [7-10]. The principle of measuring residual stress using neutron diffraction is to determine residual strains directly by quantifying changes in lattice spacing from their stress-free condition [11-13].

In this study, relatively large girth welded pipe spools were investigated. The welding procedure (representative of a procedure used in the industry) was described in the authors’ previous work [14]. In this paper, the focus is on the experimental challenges in neutron diffraction procedure used for residual stress measurements. The emphasis in the rest of this paper will be on the choice of a representative strain-free reference for neutron diffraction to measure residual stresses before and after post weld heat treatment (PWHT).
Residual stress measurements by neutron diffraction

The principles of determining the residual stress magnitude are based on Bragg’s Law and Hooke’s Law. Equipped with Opal reactor neutron source at Australia Nuclear Science and technology Organization (ANSTO), Kowari strain scanning diffractometer utilizes the intense continuous monochromatic neutron beam to conduct strain scanning on samples.

The components investigated were made of API 5L X65 pipeline material. The dimensions of the girth welded pipe spool that used for stress evaluation by neutron diffraction were in 355.6mm (14 inch) outside diameter, 19.1mm wall thickness and 1000mm length. A six-pass narrow-gap girth weld was located in the middle of the pipe spool. The welding and PWHT procedures were described in a previous publication [14]. At this point, it is worth noting that both furnace and local post weld heat treatment methods were employed in this study but the results concerning local PWHT are discussed in this paper.

For the evaluation of the welding residual stresses, three line-scans parallel to the axis of the pipe spool were carried out. They were located 3mm below the pipe outer surface, 3mm above the pipe inner surface and at the mid-thickness. Through thickness measurements were conducted at weld center and weld toes. A set of measurement points across the weld in parent metal, heat affected zone and weld material are show in Fig. 2a. A window cut was introduced for measuring the axial strain component (Fig. 2b) before embarking on the measurements in as-welded condition. This window greatly reduced path length travelled by the neutrons. For the measurement of the pipe spool in post heat treated condition, another window was introduced for hoop strain measurements (Fig. 2c and 2d). Following PWHT, residual strain components were measured at the same locations as in Fig. 2a.

Residual stress values were calculated using hkl specific material properties for the measured planes based on the Kröner model using the software DECcal [14]. The average reported errors range was ± 15 MPa. These errors are the peak fitting errors and do not take into account other possible sources of errors. Stress-free comb sample (d₀ sample) was extracted from another pipe spool which was fabricated using the identical welding procedure. This sample was cut from the 3 o’clock position to make sure that the target micro-structure and geometry is replicated. The d₀ comb sample was 6mm thick and 95 mm long, containing the whole weld cross section and part of the parent material (Fig. 3). The strain component directions were defined the same as the corresponding orthogonal

![Fig. 2 Measurement locations and reduced travel path of neutrons after cutting a window on the pipe spool](image_url)
(axial, hoop and radial) directions in the pipe. The slits in through pipe thickness direction were cut by Electrical Discharge Machining (EDM) and repeated every 6mm to create the ‘teeth’ on the sample. Additionally, two line-cuttings were introduced perpendicular to the “teeth” to manufacture 6x6x6 mm³ grids on the comb sample. These procedures enabled the welding induced residual stresses in the comb sample to relax in hoop, axial as well as radial directions, and are supposed to provide the sample in a strain-free condition.

There were 24 points measured on the stress-free sample. The numbers shown in the Fig.3 demonstrate the scanning points sequence on the grids. With the given gauge volume 3x3x4mm³, the measurements in three directions for each point were carried out focusing the beam at the center of each grid. At each scanning point, lattice spacing parameter \(d_{01}\) (supposed stress free lattice spacing in the as-welded condition) was measured in three orthogonal directions. The comb sample was subject to the same PWHT procedure as the pipe spool so that the same PWHT procedure is replicated on the comb. Lattice spacing parameters in it were measured again to obtain new lattice spacing \(d_{02}\) values (stress free spacing after PWHT) for the evaluation of the residual stress state.

![Fig. 3 The \(d_0\) grid sample for calculating the strain-free inter-plane spacing](image)

Assuming that hoop stress in the grid sample was completely relaxed during EDM cutting, 24 convoluted \(d\)-spacing values were calculated by using Hook’s Law for each point. Averaging the values obtained from parent metal (from point 7 to point 18 and point 22 to 24), \(d_{01p}\) was calculated and selected as the strain-free \(d\)-spacing to calculate the relative strains in hoop, axial, normal directions as well as the convoluted strain variation in the parent material. These values provided the information regarding the strain variation hence the stress magnitude variation. After PWHT, all the data were analyzed following a similar procedure. An averaged strain-free \(d\)-spacing value was obtained from all the measurement locations in the parent material which was defined as \(d_{02p}\). Strain variation in the weld metal and parent metal was compared as well. In this work, the lattice spacing in HAZ was not able to be accurately measured. This is because the HAZ was only 1mm wide in the narrow gap weld which was much smaller than the individual dimensions of the gauge volume.

Due to the large scale and complexity of the components to be measured, careful planning of the experiment was of great importance. KOWARI virtual instrument within Strain Scanning Simulation Software (SScanSS) [16] was adopted to plan and locate the measurement points accurately and maximize the efficiency of the experiment. The software was used in the planning and execution of measurement of the residual stress on both the pipe and the \(d_0\) sample. Prior to neutron diffraction scanning (Fig. 4 left), 3D models of the pipe and the \(d_0\) sample were created by laser scanning the surfaces. Measurement points were positioned on the sample models and the scanning sequence was displayed as the point number. Each scan was simulated to predict the measurement time and to check the orientation of the sample.
Results and discussion

Reference (comb) sample

Strain values in the reference sample in as-welded condition were calculated using the $d_{01p}$ values shown in Fig. 5a. The values following PWHT (Fig. 5b) were calculated using $d_{02p}$. These strain distributions illustrate the strain variation in the $d_0$ sample. In Fig. 5a and 5b, it also emphasizes the importance of selecting position dependent (weld metal, heat affected zone and parent metal) $d_0$ values for calculating the residual stresses.

In the as-welded condition, the averaged $d_0$ value, designated as $d_{01p}$, was selected to calculate strains in the parent material. There was approximately less than 100$\mu$e variation and this leads to approximately 20MPa stress deviation in any single direction. However, in the weld metal, higher strain variations exceeding 200$\mu$e occurred in axial and radial components resulting in up to 50MPa stress error. Therefore, position dependent $d_0$ values obtained from the weld of the stress free sample should be used to evaluate the stresses in the weld metal of the pipe in the as-welded condition.

In the PWHT condition, the use of averaged $d_0$ value, designated as $d_{02p}$, exhibited smaller strain variation in all directions as well as the convoluted strain. This $d$-spacing valued was used for the calculation of the stresses in the parent material after PWHT. The variation in the strain in the weld metal was less than 100$\mu$e. However, it is also worth noting that the stresses remaining in the component following PWHT were significantly smaller. Therefore, for the evaluation of the stress state in the weld region, an averaged convoluted $d_0$ value obtained from weld metal measurements (measurement points 1, 2 and 3) was used, see Fig. 6.
Residual stress states before and after PWHT

Residual stress profiles in through thickness direction in the as-welded and post weld heat treated conditions are shown in Fig. 7. Hoop stresses were normalized with respect to the greater ($\sigma_y^+$) of the weld and parent material, and axial stresses were normalized with respect to the lower value ($\sigma_y^*$) of the two [15] using the 0.2% proof strength of the parent material and weld metal. The weld was overmatching. Yield strength of weld metal ($\sigma_y^+$) was 657MPa and this value was used for normalizing the hoop stresses. For normalizing the axial stresses, parent material yield stress ($\sigma_y^*$) 510MPa of was used.

Through thickness residual stress profiles at weld center and toe were presented in Fig.7. Compared to the uniform, yield magnitude profile advised in BS7910 for the as-welded condition, much lower residual stress values were obtained from the measurements in the as-welded condition. Following PWHT, it was seen that axial stresses reduced to less than the 20% of yield strength of the parent material at room temperature. Hoop stresses were significantly lower than 30% of the yield strength of the weld metal at room temperature.

Figure 7. Normalised through thickness residual stresses at weld center and toe before and after PWHT
Conclusions

1. Utilizing the virtual model to determine the neutron diffraction measurement points in such a large pipe spool improved the measurement location accuracy and enabled simulation of the scanning process as well as prediction of time required for each scan in advance. Cutting windows on the pipe greatly reduced measurement time.

2. The evaluation of the strain-free lattice spacing was essential to the subsequent residual stress calculation. Selecting appropriate d-spacing values for corresponding weld metal, heat affected zone and parent metal eliminated the strain variation resulting from chemical composition.

3. Residual stresses after local PWHT reduced in both axial and hoop directions in girth welded pipe spool. The results proved that the residual stress profile advised in BS7910 for furnace PWHT condition was conservative for the case presented in this paper.
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Abstract. This paper describes work carried out under the NNUMAN research programme. This work focuses on the measurement and modelling of residual stresses in weld test pieces that have a thickness that is representative of primary components in a pressurised water reactor, such as the steam generators and the pressuriser. Weld test pieces at thicknesses of 30 mm and 130 mm have been and are being manufactured in SA508 Grade 3 Class 1 steel. Attention has been given to welding processes that are currently applied in nuclear manufacturing, such as narrow-groove arc-based welding processes, as well as to candidate processes for future build programmes, such as electron beam welding. The manufacture, characterisation and modelling of large test pieces each present challenges over and above those that arise when dealing with the smaller test pieces that are more typically manufactured in research laboratories. Some of those challenges, and the approaches that have been used to overcome them, are described. Plans for future work are briefly mentioned.

Introduction
Residual stresses can play a significant role in affecting the long-term structural performance of safety-critical components in nuclear power plants. Residual stresses can contribute to the driving force for crack growth [1] but, in nuclear environments, they can also activate degradation mechanisms such as creep [2] and stress-corrosion cracking [3] even in the absence of operating stresses. This is significant because many safety-critical components in a nuclear plant undergo welding during manufacture, and welding is known introduce substantial levels of residual stress [4].

The primary options for quantifying residual stresses in welds are to measure them, or to make predictions based on numerical models. However, both approaches are not straightforward since, on the one hand, many measurement techniques are either destructive or not suited to applications on large components and, on the other hand, numerical models must undergo rigorous validation before they can be used with confidence, through comparisons with measurements made with multiple and dissimilar techniques on test cases for which the manufacturing history has been documented in detail. This highlights the need for carefully designed weld mock-ups that can serve as weld modelling benchmarks. Such benchmarks enable weld models to be validated on well-defined test cases before they are applied to make predictions for real components.
As part of the NNUMAN research programme, we have designed and are manufacturing weld mock-ups that are larger than those that are typically manufactured in a laboratory environment. In doing so, our aim is to gain a better appreciation of the manufacturing challenges that are encountered when large nuclear components are manufactured in practice. Our hope is that, by manufacturing weld mock-ups that are more representative of welds that are made on an industrial scale, we will use welding procedures that are closer to those applied in practice, we will capture a greater range of relevant phenomena, and we will thereby reduce the uncertainties associated with inferring trends for industrial scale welded joints based on extrapolation from laboratory scale test pieces. While the motivation is straightforward, the manufacture of these weld mock-ups has presented different challenges to those that we encounter when making smaller weld test pieces. Thus the purpose of this paper is to highlight some of these challenges and the approaches we are employing to meet them.

Research Objectives
Welding research under the NNUMAN programme has the overarching aim of developing an understanding of how the choice of manufacturing process impacts on the performance of reactor components over the design life of the component, which for new build applications is typically 60+ years. This aim is quite distinct from the basic manufacturing requirement to produce a weld that will meet start-of-life weld quality requirements and pass inspection so that it will go into service. In this work, we have focused on welds made in SA508 Grade 3 Class 1 steel, which is a low-alloy steel that is typically used in the manufacture of primary components in a pressurised water reactor (PWR) such as the reactor pressure vessel or the steam generators. For this steel, and for such components, the parameters that will have the greatest influence of long-term structural integrity include the fracture toughness of the weld region and the weld residual stress distributions. Accordingly, the NNUMAN welding research programme has the following objectives:

- To manufacture industrially-representative weld mock-ups with welding processes that are currently applied to nuclear components, as well as with welding processes that may be used in future build programmes. The welding processes that have been chosen for investigation are narrow-groove gas-tungsten-arc welding (NG-GTAW), narrow-groove submerged arc welding (NG-SAW), electron beam (EB) welding and laser welding;
- To carefully record and document all aspects of the manufacturing processes and steps that are employed in each case so that the weld mock-ups can be used as the basis for validating numerical models for welding;
- To characterise the weld residual stress distributions in each of the weld mock-ups using multiple measurement techniques;
- To develop a methodology for the modelling of each weld and welding process so that residual stresses can be predicted and the interaction between the welding process and material can be understood.

Design Requirements for Weld Mock-Ups
The design requirements included (but were not limited to) the following:

- The thickness of the weld mock-ups should be representative of the thicknesses that are applicable to primary components in a PWR;
- The length and width of the weld mock-ups should be sufficient to enable steady-state welding conditions to be achieved along the length of the weld and for the residual stress distributions to be substantially unaffected by the width of the test pieces;
- The boundary conditions, particularly with respect to weld restraint, should be either clearly defined or well characterised.

In terms of the first requirement, a thickness of 130 mm was identified as being representative. The last requirement that is listed above is of great importance since welds usually need to be restrained in some way during manufacture in order to prevent excessive distortion. When this restraint is released, there will inevitably be some spring back and associated relaxation of residual stress. While
this can (in principle) be accounted for, unfortunately, common methods of restraint (e.g. clamping and tack welding of test pieces to backing plates) tend to provide levels of restraint that are not easily quantified. This means that such approaches can be difficult to represent accurately in numerical models. In addition to manufacturing welds at a thickness of 130 mm, it was decided that test pieces should also be manufactured at a thickness of 30 mm, as such an exercise would serve as a stepping stone in terms of the development of welding procedures and associated weld models, and it would also enable residual stresses to be characterised with neutron diffraction (not feasible at a thickness of 130 mm).

**Basic Geometry**
The basic geometries of the 30 mm and 130 mm thick specimens are shown in Figure 1. The 30 mm thick arc- and laser-welds had a geometry that was similar to that shown in Figure 1 (left). It can be seen that these 30 mm thick welds are not full-length groove welds, and that a ligament of parent material remained intact at either end. These ligaments served to provide a degree of self-restraint, so that the specimens did not need to be clamped or restrained with any significant force. Instead, light clamping could be employed simply to prevent the specimens from moving during welding. Furthermore, the specimen geometry could be captured in finite-element models so that the extent of self-restraint could be represented accurately. For the electron beam weld, it was possible to leave the weld free of restraint, due to the process requiring only a single weld pass. For the 130 mm thick specimens, a self-restraining approach was not feasible, and another method of restraint was developed.

**Fig. 1:** Photograph of a 30 mm thick submerged arc welded specimen (left) showing ligaments of parent material that remain intact at each end of the specimen, and schematic representation of basic specimen geometry for the 130 mm thick weld mock-ups (right). The weld seam runs along the centre of the specimen in both cases.

**Challenges Associated with Distortion**
One of the major challenges in developing welding procedures for the 130 mm thick specimens was controlling the distortion of the welds, and designing weld grooves that would enable welds to be completed successfully in spite of this distortion. There are two components to this distortion, namely butterfly distortion, and transverse contraction, and both are represented schematically in Figure 2. Multipass welds made from one side experience both components of distortion. For these welds, butterfly distortion in particular can create problems with respect to the weld groove progressively closing as successive weld passes are deposited. If a narrow groove weld torch is used, then butterfly distortion can raise the possibility of the torch becoming trapped between the two
plates being joined. In this work, a restraint rig (Fig. 3) was designed, built and commissioned to mitigate butterfly distortion in multipass welds. Butterfly distortion is minimal in single-pass electron beam welds, so no restraint was applied with this welding process.

Fig. 2: Schematic representation of butterfly distortion (left), which is typically associated with one-sided multipass welds, and transverse contraction (right) as viewed on a cross-section through a single-pass electron beam weld. Transverse contraction occurs in all fusion welds to some degree. In both cases the welding direction runs into the page.

Fig. 3: Photograph of restraint rig that was designed, built and commissioned for the purpose of manufacturing the 130 mm thick weld mock-ups in the NNUMAN research programme. The weld assembly sits on a support plate which is pushed upwards so that the king plates apply restraint.

Although the restraint conditions differ for the multipass welds and the single pass welds, as well as for the 30 mm thick and 130 mm thick welds, this in itself does not create problems from the standpoint of directly comparing different welding processes. The most important requirement in the NNUMAN research programme is that the restraint conditions are understood and any restraint, if applied, can be quantified and represented in a finite-element model. In this respect, both the self-restraining specimen configuration (30 mm) and the employment of a restraint rig (130 mm) meet these criteria. In cases where the restraint rig was employed, the loads that were applied have been logged by recording the pressure of the hydraulic oil being supplied to the actuators (these raise the support plate so that it pushes the specimen assembly against the king plates in order to apply the restraint). Strain gauges have also been attached to the main structure of the rig to record the strains that develop as welding progresses. The distortions that develop during welding have also been
recorded before and after every weld pass in order to provide further information that may be of use in developing and assessing the performance of weld models. The distortions have been recorded with a 3-dimensional laser scanner, as well as by adding pockmarks to the specimens and manually measuring the movement of these marks between weld passes. Examples of the type of information that has been recorded are shown in Fig. 4.

Fig. 4: An example of the three-dimensional information that was obtained from the hand-held laser scanner for a 30 mm thick weld test piece (left), and an illustration of the extent to which the groove gap at the top surface of a 130 mm thick GTAW specimen reduces as successive weld passes are deposited. Note that, with the welding parameters that were used for the GTAW specimen, approximately 80 weld passes are required to complete a 130 mm thick joint.

Fig. 5: Photograph of a 130 mm thick submerged arc weld specimen (left) placed up-side-down prior to the commencement of welding to reveal a backing channel, which allows an inert gas to shield the root of the weld bead from the atmosphere during welding, and which also provides access for thermocouples and preheating blankets at the base of the specimen. The thermocouples attached to the top surface of the weld are shown (right) prior to the commencement of welding.
Other Challenges
Other challenges associated with the 130 mm thick specimens have included the need to attach thermocouples and strain gauges to the specimens (for the purpose of validating models), whilst providing access for shielding gas to both sides of the plate (to prevent weld contamination), as well as preheating blankets (to prevent hydrogen cracking), all while not interfering with the ability of the restraint rig to apply the restraining loads. Figure 5 shows the way in which access to the underside of the 130 mm thick specimens was provided for these concurrent requirements. Finally, it should be mentioned that the need to apply multiple residual stress measurement techniques to each weld mock-up will result in the 30 mm thick specimens being characterised with neutron diffraction and the contour method, while the 130 mm thick specimens will be characterised using the incremental deep hole drilling technique and the contour method.

Summary
Weld mock-ups of a thickness that is representative of primary nuclear components (i.e. 130 mm) have been designed and are currently being manufactured in SA508 Grade 3, Class 1 steel. The purpose of these test pieces is to enable residual stresses to be evaluated and to enable a cross-process comparison to be made, which will involve both welding processes that are currently being applied on nuclear plants and candidate processes for future nuclear build programmes. A matching matrix of welds has also been manufactured at a thickness of 30 mm, since this thickness is amenable to residual stress measurements using neutron diffraction. The thermal histories, restraint boundary conditions and the evolution of distortion during manufacture have been and are being recorded in detail. Residual stresses are being measured in each specimen using multiple techniques. These welds will provide what we believe to be the most comprehensive comparison of current and candidate welding processes for nuclear pressure vessels. The authors hope that these mock-ups will provide invaluable insights relating to the generation of weld residual stresses, and serve as modelling benchmarks for years to come.
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Abstract. The incremental hole-drilling technique with Integral Method is widely used to estimate residual stresses. However, the fundamental nature of the Inverse Problem leads to numerically unstable results, which makes stress calculations very sensitive to measurement errors. The extent of this sensitivity is investigated by comparing different combinations of numerical methods for interpolating the input data and solving the equations. The methods are tested on both an experimental and simulated hole-drilling procedure to isolate inaccuracies due to numerical ill-conditioning and experimental errors. In the experiment, residual stresses determined by X-ray diffraction on a shot-peened sample were taken as the reference for comparison purposes. It was found that interpolating experimental data provides more stable results. Tikhonov Regularisation was more stable than direct methods, but susceptible to numerical errors introduced by the interpolation of input data.

Introduction
With current advancements in computing technology it is now possible to calculate residual stress more accurately. The complex nature of residual stress makes its quantification particularly difficult. The incremental hole-drilling technique is a well-established and widely accepted measurement method, yet it is limited by its sensitivity to errors – this is a fundamental drawback of the hole-drilling technique itself and not the associated calculation methods [1,2].

The incremental hole-drilling technique involves the drilling of a small, shallow hole in a number of increments while a strain gauge rosette measures changes in strain at the surface. Calculation procedures can be used to relate the measured strain to relieved stress. Even after simplifying assumptions have been applied there is still no closed-form solution for the residual stress calculation [3]. The fundamental nature of the Inverse Problem always leads to numerically unstable results, which makes stress calculations sensitive to measurement errors. Since its numerical solution is ill-conditioned, small errors in the input data cause large errors in the results [4]. As with all relaxation methods, residual stress can never be measured exactly where it is being relieved so there is always, by nature, an error in measurements. As the hole depth increases, the amount of relieved stress which can be sensed at the surface tends to zero independently of the residual stress magnitude existing in the deepest layers [5]. Therefore, for a depth equal to the hole diameter, strain relaxation cannot be measured anymore. Regarding the Integral Method in particular, numerically speaking, the stress calculation becomes strongly ill-conditioned for depths greater than half the hole diameter.

The Integral Method is the most widely used calculation method and the only one considered by the ASTM E 837 standard. Despite its sensitivity to errors, it is theoretically the most correct method since it considers that the strain relief at the material’s surface is the accumulated result of the residual stresses originally existing in the zone of each successive increment. Therefore, the Integral
Method is the only one able to give accurate results if strong stress gradients exist [2]. According to the approach proposed by Schajer [2], which was accepted by the ASTM standard [3], the strains and stresses can be divided into hydrostatic and shear components and the residual stress can be determined for isotropic, linear elastic materials, solving the system of linear equations, Eq. 1, Eq. 2 and Eq. 3 – below. This takes into account the fact that the change in strain readings measured at the surface are due to both relieved stress and change in hole geometry.

\[
\mathbf{aP} = \frac{E}{1+\nu} \mathbf{p},
\]

\[
\mathbf{bQ} = E \mathbf{q}.
\]

\[
\mathbf{bT} = E \mathbf{t}.
\]

Where:
- \( \mathbf{a} \) is the coefficient matrix of the strain relaxation per unit depth caused by unit normal stress at each depth increment;
- \( \mathbf{b} \) is the coefficient matrix of the strain relaxation per unit depth caused by unit shear stress at each depth increment;
- \( E \) is the Young’s modulus;
- \( \nu \) is Poisson’s ratio;
- \( \mathbf{p}, \mathbf{q}, \) and \( \mathbf{t} \) are the strain components arrays, corresponding to the strains measured by a standard three elements strain-gauge rosette (1, 2 and 3 directions) that, for each depth increment, are given by:

\[
\begin{align*}
    p &= \frac{\varepsilon_3 + \varepsilon_1}{2} \\
    q &= \frac{\varepsilon_3 - \varepsilon_1}{2} \\
    t &= \frac{\varepsilon_3 + \varepsilon_1 - 2\varepsilon_2}{2}
\end{align*}
\]

\( \mathbf{P}, \mathbf{Q}, \) and \( \mathbf{T} \) are the stress components arrays to be calculated that, for each depth increment, are given by (directions 1, 2 and 3 are illustrated in Fig. 1):

\[
\begin{align*}
    P &= \frac{\sigma_3 + \sigma_1}{2} \\
    Q &= \frac{\sigma_3 - \sigma_1}{2} \\
    T &= \tau_{13}
\end{align*}
\]

Since the stress arrays, \( \mathbf{P}, \mathbf{Q} \) and \( \mathbf{T} \) have been calculated, the principal residual stresses and their directions, for each depth increment, can be determined by:

\[
\begin{align*}
    \sigma_{max} &= P + \sqrt{Q^2 + T^2} \\
    \sigma_{min} &= P - \sqrt{Q^2 + T^2} \\
    \beta &= \frac{1}{2} \arctan \frac{-T}{-Q}
\end{align*}
\]
In this research, different methods for solving the Integral Method are applied and compared. The methods are applied to a simulated and an experimental hole-drilling procedure. The experiment was performed on a shot-peened steel sample. Results obtained from the developed numerical methods were compared to results from X-ray diffraction as well as the commercially-available software H-DRILL (which also uses the Integral method), developed by G. Schajer from the University of British Columbia. Even though the X-ray diffraction method has its own inaccuracies, it was determined accurate enough in a roughly-isotropic shot-peened sample. [6]

**Numerical and Experimental Procedure**

To solve the equations set out by the Integral Method, all the matrices must correspond to the same set of hole depth increments. However, the hole-drilling procedure will result in a set of data corresponding to experimental hole depth increments and not the standard increments used in the coefficient matrix determination. One of these sets of data will have to be interpolated to correspond to the other. In this research, a comparison was made between the final residual stress results, depending on which set (experimental or standard data) was interpolated. Once all the input data is in the correct form, the system of matrix equations can be solved. In this preliminary work, this was done using one of two numerical methods: Gauss-Seidel method or Tikhonov Regularisation.

**Interpolating Standard Data.** Bivariate Interpolation is a method of interpolating functions of more than one variable. It is recommended for this particular application by Schajer [2]. The coefficient matrices can be seen as tabulations of selected values of functions of hole depth and stress depth. Hole depth is the total depth of the hole at that increment and stress depth is the depth of the relieved strain component under consideration. Physically, stress depth always has to be less than or equal to hole depth which creates a lower triangular coefficient matrix. This feature requires that a triangular scheme of the Bivariate Interpolation be adopted. Using Bivariate Interpolation, the standard coefficient matrices can be interpolated to correspond to the experimental hole depth increments.

**Interpolating Experimental Data.** Each of the three strain measurements ε₁, ε₂ and ε₃ are plotted with hole depth and a cubic spline is calculated for each set. Cubic spline interpolation is chosen over polynomial interpolation because polynomial interpolations tend to oscillate for many data points whereas cubic splines do not. Cubic splines, therefore, give much smoother interpolating functions, especially if there are abrupt changes in the data. Cubic splines have been shown to be the more useful and common in engineering practice compared to its linear and quadratic counterparts [7].

**Gauss-Seidel Method.** This is a direct method for solving matrix equations. Gauss-Seidel is an iterative method so round off errors will be mitigated [7].

**Tikhonov Regularisation.** This is the most common method for solving ill-conditioned equations and is prescribed by the ASTM standard [3,7].

Using Python 2.7, two scripts were written to process the data before solving the system of equations:
- SDP (Standard Data Processor): standard data is interpolated.
- EDP (Experimental Data Processor): experimental data is interpolated.

Two scripts were written for solving the Integral Method equations once the input data had been processed:
- GSS (Gauss-Seidel Solver): solves the equations using the Gauss-Seidel method.
- TRS (Tikhonov Regularisation): solves the equations using Tikhonov Regularisation

These are combined to create four separate methods: SDP-GSS, SDP-TRS, EDP-GSS and EDP-TRS.

**Simulated Hole-Drilling Procedure.** A finite element analysis of the incremental hole-drilling method was carried out using ANSYS APDL code. A 100 MPa uniform tensile stress was applied to a plate in the x-direction to simulate a constant uniform residual stress state. Changes in strain on the surface were recorded and integrated for the geometry of a standard ASTM B strain gauge rosette.
The recommended hole depth increments (0.05 mm increments) were then removed. Because there were no experimental errors in the simulation, the numerical conditioning of each method could be tested.

**Experimental Hole-Drilling Procedure.** The methods were then applied to real experimental results of the hole-drilling procedure on a shot-peened piece of steel. X-ray diffraction was also performed on the sample and the results from the hole-drilling procedure were run through H-DRILL and the scripts developed in this research so they could all be compared.

**Results**

**Simulated Hole-Drilling Procedure.** Figure 1 shows the calculated maximum principal residual stress for each numerical method. The root mean square deviations (RMSD) values were 3.73 MPa for SDP-GSS, 1.74 MPa for SDP-TRS, 3.15 MPa for EDP-GSS and 0.88 MPa for EDP-TRS.

![Figure 1 – Maximum Residual Stress for Simulated Hole-Drilling Procedure](image)

**Experimental Hole-Drilling Procedure.** Figure 2 shows a comparison between the methods developed in this research and the X-ray diffraction results (left) and a comparison between the X-ray diffraction results, H-DRILL and the best performing numerical method EDP-TRS (right).

**Discussion**

**Simulated Hole-Drilling Procedure.** In the simulation, the Gauss-Seidel methods both oscillate about the true value with increased oscillation as hole depth increases. This is because as hole depth increases the problem becomes more numerically ill-conditioned. Because there are 20 hole depth increments, the matrices in the equations are large, which also contributes to ill-conditioning.

The experimental and standard data corresponded to the same hole depth increments so theoretically it shouldn’t have mattered which one was interpolated. For the Gauss-Seidel methods it didn’t make any difference but it is interesting to note that it made a big difference to the Tikhonov Regularisation method, with the bivariate interpolation introducing significant errors into this method. This suggests that Tikhonov Regularisation has a greater sensitivity to numerical errors in input data.
There is no accurate way to measure the actual error in these methods because even in the ANSYS simulation the actual residual stress is not known precisely.

![Graph showing residual stress for experimental hole-drilling procedure](image)

**Figure 2 – Residual Stress for Experimental Hole-Drilling Procedure**

**Experimental Hole-Drilling Procedure.** For the shot-peened sample, the ASTM E837 method recommends that if enough stress values have a magnitude greater than 60% of the yield stress of the material that the calculation is not accurate. In this case only one point falls into that category and since localised increases in yield stress due to the surface treatment has not been taken into account we can neglect it.

We took the X-ray diffraction values as the “true” values although this method also has its own inaccuracies – stresses in only two directions are measured so principal stress cannot be calculated. Although at each step the most compressive stress value was taken and the field is approximately isotropic, there will still be errors in this data.

The levelling off of stress values results in small change of strain measurements at the surface which makes it more sensitive to errors which accounts for the greater amplitude of oscillation with increasing hole depth. In the actual hole-drilling procedure the drill will never drill a perfectly cylindrical hole like in FEM simulation. There will inevitably be a chamfer around the bottom of the hole. This difference in geometry from the FEM used to calculate the coefficient matrices leads to errors in the computed stress. The stress relieved is actually smaller because it is acting on a smaller area (hole diameter is decreased at the chamfer). This causes significant errors at small hole depth increments where the non-cylindrical part of the hole makes up a large percentage of the total hole depth. This could account for the large errors seen at smaller hole depths.

In this procedure a large number of hole depth increments were used (21) which, again, leads to ill-conditioned matrix equations.

From Figure 2 we can see that the experimental data interpolation has consistently closer values. This could be a result of ill numerical condition from the bivariate interpolation. In these results, the experimental data interpolation has similar values for both Gauss-Seidel and Tikhonov Regularisation. The Gauss-Seidel results both oscillate more than the Tikhonov Regularisation.
Summary

The combination of interpolating experimental data and using a Tikhonov Regularisation method for solving the residual stress profile has consistently produced the best results in terms of accuracy, smoothness and numerical stability. Tikhonov Regularisation makes a significant improvement to results from inputs which are numerically ill-conditioned due to small changes in strain. Interpolating the experimental data as opposed to the standardised data, significantly reduces the propagation of experimental errors and reduces numerical errors.
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Abstract. The phenomenon of redistribution of residual stress due to the removal of material layers by electrolytic polishing can be attributed to the disturbance in the initial equilibrium state of the stress caused by the material removal, which must be considered when this technique is used together with X-ray diffraction for residual stress determination. This study investigates these redistributions and involves the development of a numerical simulation model on the ANSYS finite element platform, in which different material removal cases were simulated on a flat plate model. The cases simulated and compared includes the removal of complete layers in incremental depths, the removal of strip layers in incremental widths and depths as well as the removal of square sections in incremental sizes and depths. The main objective deals with the effect of removal depth for the full layer removal and the effect of plate geometry for the square and strip removal models. A mathematical correction technique that was shown to correct the redistributions within minimal limits for the square layer removal process is proposed. Moore and Evans correction as well as Pederson-Hanson correction techniques are currently being used, but both methods are not unique to square section removal corrections and were used for model validation. The correction proposed displayed promising results when applied to simulated data, but lacked enough data and experimental validation to be generalized. The findings show a lot of insight into the redistribution patterns of these stresses as well as the different parameters that affect their behavior.

Introduction

Residual stresses can be defined as the stresses locked in a material, which are in equilibrium in its interior without any external forces acting, due to any heterogeneity of deformation, at micro or macro scale, of different origins, such as mechanical, thermal and metallurgical. The knowledge of the residual stresses and their behavior in a material are of great importance as they affect the performance of the material and ultimately they are often responsible for the failure of mechanical components, or lifetime improvement when skillfully generated [1].

Residual stresses in crystalline materials can be analyzed non-destructively by the X-ray diffraction (XRD) method, measuring the induced lattice deformations using the lattice distance of specific \{hkl\} planes as gage length. In the presence of a given stress state, the lattice deformation is a function of the orientation of the diffracting \{hkl\}-planes relative to the sample’s surface. The orientation-dependent variation of the lattice deformation can be related to the underlying stress state. Assuming a plane stress state (due to the small penetration depth of X-rays in metallic materials), the so-called sin²ψ method [2] can be used to determine the corresponding residual stresses at material’s surface, using specific X-ray elastic constants. One of the most common techniques for residual stress depth profiling is the use of the X-ray diffraction technique in conjunction with the electrolytic layer removal technique. The electrolytic polishing method of material removal allows successful depth profiling without introducing additional stresses [1].
The major concern of residual stress measurements of materials undergoing layer removal is that of redistribution. When material layers are removed, the equilibrium state residual stress profile inherent in the material is disturbed. This causes a distribution of stress as the stresses try to reach a new state of equilibrium. The concept of redistribution, whereby the removed layer disturbs the equilibrium stress state and the stresses redistribution, introduces the need for a correction of the measured stress to depict the stress state more correctly. The correction accounts for these redistributions. Current correction methods include the Moore and Evans theory [3], Pederson and Hansson theory [4] as well as the Savaria-Bridier-Bocher theory [5].

In this work, a model able to simulate the material layer removal process for residual stress profiles was developed. The effect of removal depth on the redistribution of residual stress for a full layer removal, strip layer removal and square layer removal model was investigated. In addition, the effect of specimen geometry on the redistribution of residual stress for the square and strip layer removal models was also investigated. The effect of removal geometry on residual stress redistribution was compared. Based on the observed trends, a correction methodology and attempt to generalize it has been studied and proposed.

**Numerical Study**

A numerical study using the finite element method (FEM) was carried out, using ANSYS code, to analyze and discuss the effect of removal depth on the redistribution of residual stress for a full layer removal, strip layer removal and square layer removal model. For the linear elastic and isotropic material, typical elastic constants for carbon steel, i.e., Young modulus of 210 GPa and a Poisson’s ratio of 0.3, were considered. Since the residual stress model is known to be influenced by the plasticity of a material, a bilinear isotropic hardening feature of the material was included. This will ensure additional accuracy if the yield strength is exceeded. For this necessary numerical study, a 2D-dimensional axisymmetric finite element model using 4-node isoparametric elements was developed. To simulate the redistribution of stress due to the layer removal, a quarter model of a 5 mm thickness square plate was considered. The effect of a total 0.5 mm removal layer was analysed. The simulation of the layer removal was carried out in 0.1 mm thickness steps. A total of 5 simulation steps were thus considered for each case. The removal of each layer step was simulated using the so-called “birth and death” ANSYS [6] code features. The in-depth residual stress profiles, simulated by the finite element model, were generated imposing a corresponding temperature gradient to the restrained model, taking into account the elastic constants of the material and its thermal expansion coefficient. For each material layer, the elements at a given depth were subjected to the following in-depth temperature gradient:

\[
\Delta T(z) = \frac{\sigma^{RS}(z)(1 - \nu)}{aE},
\]

where, \(\alpha\) is the thermal expansion coefficient, \(E\) the Young modulus, \(\nu\) the Poisson coefficient, \(\sigma^{RS}(z)\) the in-depth equi-biaxial residual stress profile to be generated and \(z\) represents the distance to the surface. The FEM model is full constrained and the simulated temperature, given by the equation above, is imposed to each element of the model. In this work a constant temperature gradient equal to 28 °C was imposed to obtain a uniform stress of 96 MPa. After each removal layer, the results were taken considering a path on the edge of the plate, through the plate’s center, where the results are of interest, from the top surface to the bottom. The results were extracted along this path to simulate the residual stress profile along the components depth. In this way, the percentage distribution based on different material removal analyses can be compared and evaluated. It should be noted that even though a plastic deformation could have been simulated, the above mentioned method was used because the focus was not on simulating plastic deformations but rather simulating known common residual stress profiles in an attempt to study redistributions that occur. Modelling plastic deformation may also be done as an alternative for a better real life scenario model.
Results and Discussion

With reference to the results obtained for the full layer removal simulation shown in figure 1 the effect of removal depth on the residual stress redistribution can be observed. As the layer removal depth increased, the redistribution of the residual stress was more evident and pronounced. The findings regarding the effect of depth, is validated by the published data found in [7]. In the referenced study a shot peened profile was simulated using the ABAQUS software and the layer removal was simulated on the initial resulting profile [7]. A larger degree of redistribution is observed for the 15µm depth compared to the 5µm depth removal. This correlates well with the results obtained in the full layer removal simulation, shown in Figure 1.

![Figure 1- Percentage redistribution of residual stress due to complete layer removal](image)

Considering the Moore and Evans full plate correction, which is a standard correction method for full layer removal, the following Equation 2 below can be written when expanding the integrands using Taylor series and considering that electrolytic polishing deals with small depths of material removal:

\[ \sigma(z_1) = \sigma_m(z_1) + (-4\sigma_m(H)\frac{\Delta z_1}{H}) \]  

(2)

Where \( \sigma(z_1) \) is the stress at depth \( z_1 \), \( \sigma_m(z_1) \) is the measure stress at \( z_1 \) and \( H \) is the thickness of the plate. This equation shows that as removal depth increases \( \Delta Z1 \) increases and, hence, the correction required increases, implying that the redistribution increases with the depth. This behaviour, once again, correlates with the results obtained in Figure 1. It was observed that for both the strip removal and square removal results, the redistribution was more pronounced at the surface of the specimen and seems to decrease with depth, shown in figure 2. The Pederson and Hansson study [5] observed a similar redistribution that was more pronounced at the surface for the strip removal simulated, explained it as a notch effect. The notch created by the edge of the removed geometry produces a non-linear distribution and together with the influence of the remaining material adjacent to the groove created, the effect of redistribution is larger at the surface of the material.

The removed geometry is no longer a complete layer but rather a local removal. This implies that a notch effect is created at the edge of the removal geometry creating increased stress gradients in that region, explains the redistribution trend observed. This can be seen in Figure 3.
Figure 2-Effect of strip removal (left) and square removal (right).

Figure 3-Simulated results depicting the larger effects being experienced at surface.

The explained reasoning regarding the notch effect and the fact that the local removals tend to be larger at the surface and decay with depth, could explain why the change in cross sectional geometry, with constant thickness, results showcased only slight redistribution differences, as shown in Figure 4. In addition, the Moore and Evans correction, although used for full layer removal, did not account for the cross sectional geometry of the specimen, motivating the conclusion that change in cross section for constant thickness does not affect the redistribution. This implies that the redistribution may be independent of the cross sectional geometry of the specimen.

Figure 4- Minimal change in specimens of different cross sections for strip(left) and square(right) removals observed.

Secondly the effect of thickness change for the square and strip removal both depicted that the redistribution is dependent and affected by the thickness of the specimen, as shown in Figure 5. This implies that the redistribution is not independent of thickness of the specimen. The results correlate well with the findings that geometrical changes affect the redistribution of residual stress in a flat plate. In addition, the Moore and Evans correction although used for full layer removal did account
for original thickness $H$, motivating the conclusion that change in thickness does affect the redistribution of residual stress during material removal.

A Correction method was developed for the square removal process. The difference between the full plate value and simulated XRD value was calculated and plotted as a function of depth. A linear regression was carried out for each plotted line and the gradient and intercept values of the lines were noted. The resulting average gradients and intercepts for each model thickness were plotted against corresponding square removal area and resulting trend lines were computed as shown in Figure 6 for a 5mm thick plate. The graphs will be used to extract a gradient and intercept, for example for a 1mm x 1mm removal the removal area is $1\text{mm}^2$ hence the extracted gradient is 50.761 and intercept is 6.1536 from the graphs. The correction is then carried out by taking the XRD value + {extracted gradient (depth) + extracted intercept} the implemented correction is shown in Figure 7 for a 1mm x 1mm square removal with the extraction equation 50.761(d) + 6.1536.

Figure 5- Effect of change in thickness in specimens of same cross section for strip (left) and square (right) removals.

Figure 6 - Correction gradient and intercept extraction graphs proposed for 5mm plate with square removal.

Figure 7 - Performance of the correction method for a 1mm x 1mm square removal.
It should however be noted that the simulation and correction was based on the simulated results of two cross sections each and additional work is required to confidently conclude its generality in correction of the data however the correction will serve usefull as the basis for future generalisation attempts. Experimental validation is lacking and experimental procedures should try and evaluate and validate the proposed correction. The correction and all attained results was derived for a constant initial residual stress state and its performance on different stress states such as shot peened samples or samples with bending stress states, is inconclusive.

Conclusions
1. The percentage redistribution increases as the removal depth increases regardless of removal geometry.
2. The removal geometry of full layer removal, square layer removal and strip layer removal do not cause identical redistribution. The redistribution is dependent on the removal geometry.
3. The geometry of the specimen affects the redistribution observed for square and strip removals; however specimens with constant thickness and different cross sections depicted minimal difference in redistribution. There was not sufficient data to comment on an independence of specimens cross sectional area.
4. The percentage redistribution for the square and strip removal geometries displayed larger distributions at the surface which decreased with depth of the specimen. It was proposed that this was due to high stress gradients caused by the notch and impact of the extra material adjacent to the groove, but this requires experimental validation.
5. The percentage redistribution for the square and strip removal geometries displayed larger distributions for smaller square geometries and smaller widths. The percentage redistribution decreased as the square size or strip width increased. It was proposed that this was due to high stress gradients caused by the notch and impact of the extra material adjacent to the groove being closer to the measurement point at the centroid for smaller squares and strip widths and further away for increased square size and strip widths. This requires experimental validation.
6. A correction methodology was proposed which produced promising results on the tested geometries. It requires experimental validation and possible refinement based on future findings. The correction derivation method itself may prove useful as well.
7. The model itself that was created successfully allows the simulation of the material layer removal process. It also offers a platform for simulating any initial stress state by manipulating the thermal stress feature in the setup.
8. More simulations and experiments are required to validate overall findings.
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Abstract: Corrosion fatigue crack propagation behavior of welded joints of A7N01P-T4 aluminum alloys were investigated. The corrosion fatigue crack propagation rate of base metal is higher than that of the heat-affected zone and the welding seam has a better corrosion fatigue resistance.

Introduction
Corrosion fatigue failure is one of failure forms of structures which under the service of cyclic load with corrosive environment[1]. This failure form often occurs in 2xxx, 7xxx series aluminum alloys of aircraft, vehicles and other important transportation structures and more than half of failures were in correlation with corrosion fatigue [3~6]. The fatigue life of structures in corrosion environment is much shorter than that of in air, especially when the applied stress is much closer to the fatigue limit of the structures.

This paper reports the results from our investigation on the corrosion fatigue properties especially on the crack propagation behavior.

Material and experimental techniques
The experiment materials are A7N01P-T4 aluminum alloy plates (P stands for plate and T4 stands for a steady state after solution treatment and natural cooling according to ISO XXXX[35]). Welding was performed by the Metal Inert-Gas (MIG) technique with a PHOENIX 421 EXPERT welding machine. The welding wires are ER5356 of 1.6 mm diameter. The chemical composition of the A7N01P Al alloy base metal, A7N01P, and the welding wire are listed in Table 1. The welding parameters are listed in Table 2. To remove the oxides and reduce the porosity of the joints, the surface of the alloy was chemically cleaned before welding.

Table 1 Chemical composition of base metal and welding wire

<table>
<thead>
<tr>
<th>Material</th>
<th>Zn</th>
<th>Mg</th>
<th>Cu</th>
<th>Mn</th>
<th>Ti</th>
<th>Si</th>
<th>Fe</th>
<th>Cr</th>
<th>Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>A7N01P-T4</td>
<td>4.0~5.0</td>
<td>1.0~1.8</td>
<td>0.10</td>
<td>0.20~0.70</td>
<td>0.01~0.06</td>
<td>0.35</td>
<td>0.40</td>
<td>0.06~0.20</td>
<td>Bal.</td>
</tr>
<tr>
<td>ER5356</td>
<td>0.10</td>
<td>4.5~5.5</td>
<td>0.15</td>
<td>0.05~0.20</td>
<td>0.25</td>
<td>0.10</td>
<td>--</td>
<td>Bal.</td>
<td></td>
</tr>
</tbody>
</table>

Note: 1. The chemical composition of A7N01P-T4 refers to GB/T 16475-2008: Temper designation system for wrought aluminum and aluminum alloy. 2. The chemical composition of ER5356, which is similar to filler metal, was listed for future analysis.
Corrosion fatigue crack propagation experiment was performed according to ISO 12108: Metallic materials—Fatigue experimenting—Fatigue crack propagation method. The specimen in this paper was improved from single edge notched tension specimen (SENT) in ISO 12108. The specimens of base metal and welding joints was machined along Y-X (X stands for the direction paralleling to the welding line and Y stands for the direction perpendicular to the welding line). BM, HAZ and WM respectively stand for the specimen in base metal, the heated-affected zone and the welded joint. Sampling method and dimension of corrosion fatigue specimen are shown in Fig.1.

Specimens in the direction of Y-X (see Fig.1) for corrosion fatigue cracking experimenting were cut and machined from the BM, HAZ and WM of the welded joints according to ISO 7539-6:2003 and ISO 7539-8:2000. A notch was cut at the edge of each specimens with the same way. The pre-setting notch was 1~2 mm long and the pre-crack length was 1~2 mm long.

To assure the accuracy of the experimenting data, only the region of interest of each sample was immersed into the solution during experimenting, and the rest of the sample surface was masked with the BONLE type cyanoacrylate adhesive glue. The sharp incision and the extensometers were also isolated using glue and then covered with epoxy. A paper cup was used as the corrosion solution container. The entire set up for the corrosion fatigue cracking experimenting is shown in Fig. 2. The specimens were clamped through two fixtures.

Fig.1 Sampling method and dimension of corrosion fatigue specimen (a) Sampling method (b) dimension of corrosion fatigue specimen

Fig.2 Clamping sketch of the specimen
Results and discussion
The relationship of corrosion fatigue crack propagation rate \( \frac{da}{dN} \) vs. stress intensity range \( \Delta K \) were shown in Fig. 3 and Table 2. In order to get the statistics disciplinarian and trend disciplinarian, the seven points incremental polynomial method was used. The Paris equations (1) was used to process the measured data.

Where \( \frac{da}{dN} \) is the fatigue crack propagation rate; \( \Delta K \) is the stress intensity range; \( C, m \) is the material constants.

Fig. 3 \( \frac{da}{dN} \) versus \( \Delta K \) curves of base metal and welded joint: (a) corrosion fatigue crack propagation rate (CFCGR) curves of welding seam under different stress ratio, (b) CFCGR curves of the heat-affected zone under different stress ratio, (c) CFCGR curves of base metal under different stress ratio, (d) CFCGR curves of welding seam, the heat-affected zone and base metal under stress ratio \( R=0.1 \), (e) CFCGR curves of welding seam, the heat-affected zone and base metal under stress ratio \( R=0.2 \), (f) CFCGR curves of welding seam, the heat-affected zone and base metal under stress ratio \( R=0.3 \).
Table 2 Fitting parameters of Paris formula of base metal and welded joint

<table>
<thead>
<tr>
<th>Condition</th>
<th>C</th>
<th>m</th>
</tr>
</thead>
<tbody>
<tr>
<td>Welded seam, R=0.2</td>
<td>2.04×10⁻⁵</td>
<td>1.5363</td>
</tr>
<tr>
<td>Welded seam, R=0.3</td>
<td>1.18×10⁻⁶</td>
<td>2.6419</td>
</tr>
<tr>
<td>HAZ, R=0.1</td>
<td>2.74×10⁻⁶</td>
<td>2.26123</td>
</tr>
<tr>
<td>The heat-affected zone, R=0.2</td>
<td>1.30×10⁻⁷</td>
<td>3.65022</td>
</tr>
<tr>
<td>The heat-affected zone, R=0.3</td>
<td>1.39×10⁻⁷</td>
<td>3.79517</td>
</tr>
<tr>
<td>Base metal, R=0.1</td>
<td>4.48×10⁻⁶</td>
<td>2.02025</td>
</tr>
<tr>
<td>Base metal, R=0.2</td>
<td>4.24×10⁻⁷</td>
<td>3.2281</td>
</tr>
<tr>
<td>Base metal, R=0.3</td>
<td>6.008×10⁻⁷</td>
<td>3.14431</td>
</tr>
</tbody>
</table>

From the results, corrosion fatigue crack propagation rate of BM, HAZ and WM increased with the increase of stress ratio R. The propagation rate of BM was the highest, the propagation rate of HAZ was the medium and the WM was the lowest.

**Conclusion**

The behavior of corrosion fatigue crack propagation of base metal and welded joint of A7N01P-T4 aluminum alloy in 3.5%wt.NaCl under the different stress ratio was studied in this paper. On the basis of the experiment results, the conclusions are drawn as follows:

(1) The welding seam of A7N01P-T4 aluminum alloy has a better corrosion fatigue resistance than that of the heat-affected zone in 3.5%wt.NaCl and base metal has the worst corrosion fatigue-resistant performance.
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Abstract. Post-weld heat-treatment (PWHT) is performed to reduce residual stress, but is not always possible to perform. The residual stresses on a thick section weld on a gas pipeline were determined before and after PWHT to assess residual stress and critical defect sizes.

Introduction

Many essential pipeline modifications and repairs require welding. Codes mandate the use of PWHT above some thickness which varies depending on which code is followed [1]. Unfortunately, product flow within the pipeline carries away the heat necessary for PWHT and many pipelines cannot be shut down or depressurized, thus making PWHT impossible. The major reason for the use of PWHT is to avoid HACC (also known as cold cracking, or delayed cracking) which principally occurs in ferritic steels, most often during or a short time after welding. HACC is a risk only for a short period (approximately 1 day): once this period is past and the weld has been subject to delayed NDT, HACC is no longer a threat and any defect which is detected is subject to a failure assessment by a conventional defect assessment method.

Material and sample characterisation

The X70 grade spherical tee (1143mm OD x 41mm thickness) halves were placed around the run pipe, the halves welded together, then welded to a X60 grade run pipe (508mm OD x 8.5 mm thickness). The welding was carried out with water flowing through the run pipe to simulate the heat sink of the flowing product. After the residual stresses were measured, the sample was subject to a furnace PWHT and the measurements were repeated.

Figure 1 Weld identification in the spherical tee hot-tap junction.
As the entire tee could not be measured by neutron diffraction, a representative section containing the critical start and end of the welds was cut from the tee hot-tap junction. Finite element modelling was carried out determine a sample size which would not affect the residual stress values. A model was made of the main butt weld between the half spheres (the branch pipe was ignored) and pseudo stresses were introduced by Chill Modeling [2] (figure 2). The spherical tee was then reduced in size to assess the effect on the residual stresses. These pseudo-stresses do not represent the actual residual stresses but can assess any effects due to change of restraint from specimen cutting.

![Figure 2. Maximum stresses in full model (only one quarter is shown for clarity) and cut sample](image)

When stresses are measured along the weld, the area near the cut end (left end of figure 3) shows a large reduction in stresses. Measurements more than 68 mm (~2 thicknesses) away from the cut end will be within 5% of the un-cut values. Measurements closer to the runpipe will be affected less.

![Figure 3. Stress results superimposed on cut model, with % difference between the uncut and cut stresses also shown.](image)

**Residual stress measurements**

The residual stress measurements were performed on the Kowari strain scanning instrument [3] at ANSTO. Since the basic principles of this technique are well known [4,5,6] only details specific to this measurement will be reported. A nominal gauge volume of 3x3x4 mm³ was used. Stress-free reference measurements were performed on slices 8mm thick slices. The errors in residual stress measurements were estimated to be ± 20 MPa.
Figure 4. (a) Cut sample. (b) SCANNS model generated by laser profile scanning. The red line represents the sphere-sphere weld (Plane A) The green line represents the sphere-pipe weld (Plane B). Layout and measurement points in plane A (c) and plane B (d).

Results
The residual stresses were measured in the three directions shown in figure 4b to characterise the sphere-sphere and the sphere-pipe welds.

Figure 5. Plane A - Residual stress profile along the sphere-sphere weld. As-welded and PWHT stress maps are shown on the same scale for comparison, then right column shows rescaled PWHT results for more detail.
Figure 6. Plane B- Residual stress distribution along the sphere-pipe weld before and after PWHT (x=0 weld centre) the white area was not measured. As-welded and PWHT stress maps are shown on the same scale for comparison, then right column shows rescaled PWHT results for more detail.

The as-welded residual stresses were generally low, but approached the yield strength at one position. Through-thickness residual stress maps across the butt weld at the weld intersection (Figures 5, 6) shows relatively high residual, the largest residual stress was 10 mm below the surface. These as-welded residual stresses were lower than code-based estimates, except at the weld intersection, where the stresses approached code-based estimates. After PWHT the residual stresses were reduced to less than 30% of the as-welded values.

**Structural integrity assessment of welds based on measured residual stresses**

The critical defect depth for assumed inner wall defects 100 mm long were calculated using the R6 British Nuclear code [7]. To allow comparisons, the same stresses were assumed for both welds of 147 MPa membrane and 281 MPa bending. The weld was assumed to equal the sphere X70 tensile properties (485 MPa SMYS and 565 MPa SMTS) with a Charpy toughness of 40J.

The residual stress values are either code-based estimates or the measurements in this paper. Fitness for purpose assessments codes assume residual stresses either at yield, or some other distribution through-wall (Figure 7). In this work the BS 7910 Annex Q estimate was used for the as-welded, and the constant 110 MPa line was used in PWHT cases. Two sets of measured values were used, the low values in most positions in the weld (‘Typical’, Figure 7a) and the localised high values at the intersection of the 2 welds (‘Intersection’, Figure 7b). The ‘typical’ transverse residual stresses were lower than BS7910 estimate for high heat input welds. However, the residual stresses at the intersection of the two welds were higher than this code estimate at one point at the inner wall (Figure 7b).
The critical crack depths for 100mm long defects were calculated (figure 8). PWHT increased the allowable depth by 60% for ‘typical’ locations (with low residual stress), but only 20% for the results at the weld intersection which had higher residual stresses. The use of measured residual stresses increased the critical crack depth by 15 to 30% over code-based residual stress estimates.

**Figure 7. Residual stresses in sphere-sphere weld. a) typical. b) at weld intersection.**

**Figure 8. Critical crack depth for 100 mm long defect in typical weld and at weld intersection.**
Conclusions
The main findings are:
- Residual stresses were highest at the weld toes and the weld root, and at the weld-weld intersection.
- All bar one residual stresses measurement was lower than code-based estimates.
- PWHT reduced the residual stress, which increased the critical defect size.
- In all cases the use of measured residual stresses increased the critical crack depth.
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Abstract. Dislocation densities of GlidCop with compressive strain applied at high temperature were examined by X-ray line profile analyses with synchrotron radiation. In order to evaluate the dislocation density, we applied the modified Williamson-Hall and modified Warren-Averbach method. The dislocation densities of GlidCop with compressive strain from 1.1-4 \% were in the range of 5.7-8.0×10^{14} \text{ m}^{-2}.

Introduction

GLIDCOP, dispersion-strengthened copper with ultra-fine particles of aluminum oxide, is used as a material for high-heat-load (HHL) components in many accelerator facilities due to its excellent thermal properties. In SPring-8 front ends, this material has been applied to many components such as masks, absorbers and XY slit assemblies, which are to be subjected to a maximum power density of approximately 1 kW mm^{-2} at a normal incidence for a standard in-vacuum undulator beamline. We investigated the thermal limitation of GlidCop under cyclic HHL conditions using specially designed GlidCop samples because of a progressive increase in the heat load from the insertion device [1]. As part of the investigation, the residual strain of the GlidCop samples was measured using synchrotron radiation and those results were almost in accordance with FEM analyses [2]. On the other hand, evaluation of the plastic strain, which was the main cause of fracture phenomena, was performed qualitatively by comparing the FWHM of the diffraction profiles of samples with unknown plastic strain, with that of samples with known plastic strain [3].

Recently, we investigated the plastic strain of HHL materials, including GlidCop, with regard to dislocation density, as the dislocation density generally correlates with the plastic strain. X-ray line profile analysis has been the most powerful method for investigating the dislocation structure in plastically deformed metal. In this study, we examined the dislocation density of GlidCop with compressive plastic strain loaded at high temperature, as the real components at SPring-8 frontend are subjected to compressive stress at high temperature. The modified Williamson-Hall and modified Warren-Averbach methods were applied to estimate the dislocation density [4].

Experimental

Two types of GlidCop samples, TP1 and TP2, were prepared. The grade of GlidCop used was AL-15. TP1, which was designed for low cycle fatigue fracture, was identical to those used in our previous studies [1,2]. It was comprised of an absorbing body made of GlidCop with a thickness of 2 mm, as well as a fitting cover and a cooling holder made of stainless steel. Before experiments with synchrotron radiation, cyclic heat loads were applied to the central area of TP1 samples using an
electron beam. The samples were subjected to 50 cycles and absorbed 550 W in each cycle; one cycle period comprised 7 minutes of thermal loading and 5 minutes of thermal unloading. The average maximum temperature of the TP1 samples was approximately 300 °C during the heat cycles. The TP2 samples had known values of compressive strain. TP2 samples consisted of a cylinder with a diameter of 15 mm and a height of 15 mm. These samples were manufactured with compressive strains from 1.1-4 %. Compressive strains were applied at approximately 300 °C. After compression, the central volumes of TP2 samples, with a thickness of 2 mm, were cut by electrical discharge machining.

Profile measurements were performed using a transmission-type strain scanning method in the beamline of BL02B1 at SPring-8. Table 1 shows the experimental conditions used for the measurements. The measurements were carried out at the center of samples using Cu (111), (200), (311), (222), (400) and (331) reflections.

Table 1. Experimental conditions.

<table>
<thead>
<tr>
<th>Beam line</th>
<th>SPring-8/BL02B1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measurement method</td>
<td>Transmission-type strain scanning method</td>
</tr>
<tr>
<td>Energy [keV]</td>
<td>72.8</td>
</tr>
<tr>
<td>Monochromatic crystal</td>
<td>Si(311)</td>
</tr>
<tr>
<td>Diffraction angle</td>
<td>Cu(111): 4.67</td>
</tr>
<tr>
<td>2θ [°]</td>
<td>Cu(200): 5.39</td>
</tr>
<tr>
<td></td>
<td>Cu(311): 8.95</td>
</tr>
<tr>
<td></td>
<td>Cu(222): 9.35</td>
</tr>
<tr>
<td></td>
<td>Cu(400):10.79</td>
</tr>
<tr>
<td></td>
<td>Cu(331):11.76</td>
</tr>
<tr>
<td>Slit size [mm²]</td>
<td>Divergent Slit 1: 2 × 0.2</td>
</tr>
<tr>
<td>(Width × Height)</td>
<td>Receiving Slit 1: 2 × 2</td>
</tr>
</tbody>
</table>

Profile Analysis

The dislocation density was evaluated using the modified Williamson-Hall and modified Warren–Averbach methods, which are based on the FWHM value and the Fourier coefficient of the diffraction profile [4]. Assuming that line broadening is caused by dislocations, the modified Williamson-Hall method is expressed by the following equation:

\[
\Delta K \cong 0.9/D + \sqrt{\pi M^2 b^2/2} \sqrt{\rho K \sqrt{\bar{C}}} + O(K^2 \bar{C}), \tag{1}
\]

where, \( K = 2 \sin \theta / \lambda \), \( \Delta K \) is the FWHM, \( D \) is the average particle size, \( M \) is a constant, \( b \) is the absolute value of the Burgers vector, \( \rho \) is the dislocation density, \( \bar{C} \) is the average contrast factor of the dislocations, and \( O \) indicates higher order terms in \( K \sqrt{\bar{C}} \). Based on the theory of line broadening caused by dislocations, the average contrast factor in a cubic crystal system can be described as:

\[
\bar{C} = \bar{C}_{h00}(1 - qH^2), \tag{2}
\]

where \( \bar{C}_{h00} \) is the average contrast factor corresponding to the \((h00)\) reflection, \( q \) is a constant and \( H^2 = (h^2 k^2 + h^2 l^2 + k^2 l^2)/(h^2 + k^2 + l^2) \). Using Eq. 2, Eq. 1 can be expressed as:
\[
\frac{(\Delta K)^2 - \alpha}{K^2} \approx \beta \tilde{c}_{h00} \left(1 - qH^2\right),
\]

where \(\alpha = (0.9/D)^2\) and \(\beta = \pi M^2 b^2 \rho / 2\). From linear regression of the left hand side of Eq. 3 and \(H^2\), the parameter \(q\) can be determined. The modified Warren–Averbach method can be described as follows:

\[
\ln A(L) \equiv \ln A^s(L) - (\pi b^2 / 2) \rho L^2 \ln(R_e / L)(K^2 \tilde{C}) + O(K^2 \tilde{C})^2,
\]

where \(A(L)\) is the real part of the cosine Fourier coefficient of the diffraction profile, \(A^s\) is the size Fourier coefficient, \(L\) is the Fourier length, and \(R_e\) is the effective outer cut off radius of dislocation and \(O\) represents higher order terms in \(K^2 \tilde{C}\). By fitting the left hand side of Eq. 4 as a quadratic function of \(K^2 \tilde{C}\), \(A^s(L)\), the slope \(X(L) = (\pi b^2 / 2) \rho L^2 \ln(R_e / L)\) can be obtained. The slope \(X(L)\) can be evaluated according to the equation:

\[
X(L) / L^2 = \rho (\pi b^2 / 2) (\ln R_e - \ln L).
\]

From the linear regression of \(X(L) / L^2\) and \(\ln L\), the dislocation density, \(\rho\), can be obtained.

*Figure 1: Cu(111), (200), (311), (222), (400) and (331) diffraction profiles of the TP2 sample under a compressive plastic strain of 1.6 %. The marks represent experimental data; the solid line corresponds to the fitting of a pseudo-Voigt function with a linear background.*
Results

Fig. 1 shows the representative diffraction profiles for Cu (111), (200), (311), (222), (400) and (331) reflections of TP2 samples under a compressive plastic strain of 1.6%. As shown in Fig. 1, a pseudo-Voigt function with a linear background was applied to the profiles as a fitting function. The FWHM and the real part of the cosine Fourier coefficients $A(L)$ were obtained from the fitting functions. In this study, it was assumed that instrumental line broadening was negligible, as the instrumental line broadening of the beamline was expected to be less than 0.002º, according to a previous study [5]. Fig. 2 shows the modified Williamson-Hall plots used to obtain $q$ in the case of TP2 samples with compressive plastic strains of 1.6% and 3.3%, respectively. The average contrast factor $C_{h00}$ of copper adopted a value of 0.304 [6]. As shown in Fig. 3, using the Fourier coefficient of the profile, the modified Warren–Averbach method was applied to TP2 samples with compressive plastic strains of 1.6% and 3.3%. The value of slope $X(L)$ for each $L$ value could be determined from the fitting of Eq. 4. The dislocation densities were evaluated from linear regression by Eq. 5, as shown in Fig. 4.

![Figure 2: Relationship between $((\Delta K)^2 - \alpha)/K^2$ and $H^2$ under compressive plastic strains of 1.6% and 2.6%. The solid line shows the fit of the data to Eq. 3.](image)

![Figure 3: The relationship between $\ln A_L$ and $K^2C$ for each $L$ value for compressive plastic strains of 1.6% and 2.6%. The solid line shows the fit of the data to Eq. 4.](image)
Fig. 5 shows $q$, the character of dislocation, for TP1 and TP2 samples, with theoretical values for each character of dislocation. The bottom and top axes show the compressive plastic strain for the TP2 samples and the number of cycles for the TP1 samples, respectively. While edge dislocation was predominant in the case of TP1 samples, for TP2 samples, screw dislocation was predominant within the range of measured compressive strains, and that character was close to pure screw dislocation with increasing compressive strain. Fig. 6 shows the dislocation densities of TP1 and TP2 samples. The dislocation density for TP2 samples gradually increased from $5.7 \times 10^{14} \text{ m}^{-2}$ to $8.0 \times 10^{14} \text{ m}^{-2}$ with increasing compressive strain. On the other hand, the dislocation density of TP1 sample after 50 cycles was $5.7 \times 10^{14} \text{ m}^{-2}$.

**Figure 4**: Relationship between $X(L)/L^2$ and $\ln L$ for compressive plastic strains of 1.6 % and 2.6 %. The solid line shows the fit of the data to Eq. 5.

**Figure 5**: Relationship between the compressive strains of TP2 samples, the number of cycles of TP1 samples and $q$. The horizontal dotted lines show the theoretical values for each character of dislocation.

**Summary**

We estimated the dislocation densities of GlidCop samples with compressive strains at high temperature using X-ray diffraction profiles by applying the modified Williamson-Hall and modified
Figure 6: Relationship between the compressive strain of TP2 samples, the number of cycles of TP1 samples and dislocation density.

Warren-Averbach methods. The dislocation densities of TP2 samples gradually increased with increasing compressive strain, while that of TP1 samples was close to the value of TP2 samples with 1.1% compressive strain.
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