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Abstract. Owing to the rapid growth in IL synthesis due to feasible cation–anion combinations, 
knowledge of their toxicity is pertinent for their successful application. Toxicity information 
measurement of various ILs on a broad spectrum of conditions through experimental techniques 
is way demanding on time, resources, and is at times impractical. Various research works have 
been performed in Quantitative Structure Activity/Property Relationship (QSAR/QSPR) for IL 
toxicity prediction. In this study, ML models have been trained and tested on Vibrio fischeri 
toxicity data set using in silico principal properties (PPs) as descriptors. Deploying this properties 
aid in considering both the effect of cations and anions on Vibrio fischeri toxicity prediction. 
Among the models trained, the Random Forest model proved to be the most precise nevertheless, 
decision tree model was the most accurate and consistent. Considering the importance of the 
descriptors to Vibrio fischeri toxicity selection techniques and model optimization. 
Introduction 
Ionic liquids have unique characteristics viz low melting point, low vapor pressure and cation and 
anion composition, which allow them to serve as solvents, catalysts [1], [2], electrolytes and 
separating agents for numerous industrial solutions such as gas hydrate inhibition in Oil and gas 
pipeline[3]–[6] and promotion in carbon sequestration [7]–[9]. Ionic Liquids have low vapor 
pressure and may be regarded as “green” solvents. They are, therefore, not expected to have high 
toxicity in comparison with conventional volatile solvents in the environment. However, due to 
their high solubility and stability in water, they are likely to persist in wastewater. Therefore, it is 
essential to determine the level of risk to the aquatic life to successfully use these ILs. 

Toxicity assessments of ILs are usually carried out on a marine luminescent bacterium, Vibrio 
fischeri. This is a photobacterium fischeri which emits light through normal metabolic process. 
When exposed to contaminants or pollutants, their metabolic process is affected which reflects as 
reduction in the amount of light emitted. This is a measure of ecotoxicity expressed as EC50 [10]–
[16]. The international standard ecotoxicological bioassay (DINEN ISO11348) [17] recommends 
this bioassay with the bioluminescent bacterium Vibrio fischeri and is often considered as the 
reagent mostly used for toxicity determination [18]. Studies on environmental toxicity have 
adopted this assessment for testing chemicals [19]. This is attributed to the fact that bioassays with 
Vibrio fischeri are simple and fast in comparison to other procedures. Furthermore, this toxicity 
evaluation is applicable for many  ILs because it shows optimum hydrophilic/lipophilic balance 
which is attributed to the fact that Vibrio fischeri is a gram-negative bacterium [16], [20]–[23]. 
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Experimental toxicity measurement is the most effective and direct way of finding ILs with 
desired low toxicity. In addition, synthesis of IL structures that are novel is rapidly on the rise as 
a result of many feasible cation–anion combinations. Due to this rapid growth, toxicity 
measurement of various ILs under extensive conditions through experimental techniques requires 
lots of time and resource and are impractical. Therefore, various studies have been performed in 
Quantitative Structure Activity/Property Relationship (QSAR/QSPR) for IL toxicity prediction 
[24]. The models are developed using data on their properties acquired through experiments and 
this data can produce predictions on the toxicities of new ILs that are satisfactory. These studies 
use the “univariate” approach. In this approach, the cation effect is considered when the anion is 
fixed, and the anion effect is considered when the cation is fixed; assuming there is no toxicity 
variation with changing cationic or anionic IL counterparts. The other assumption is that there is 
no effect from the interaction between the cation and anion. Some studies also used electrostatic 
and topological structural descriptors or heuristic descriptors  [25], [26]. 

To improve upon this approach and overcome the difficulty in the acquisition of experimental 
descriptors, Paternò et al [27] used GRID approach in VolSurf+ to derived the in silico cation and 
anion physicochemical descriptors. The VolSurf+ descriptors calculate interaction energy 
moments and capacity factors, assess hydrophilic and hydrophobic regions, molecular size and 
shape, compute amphiphilic moments, hydrophobic-lipophilic balance, as well as partition 
coefficient in different solvents, diffusion in water solvent, molecular flexibility in different 
solvents and pH dependent water solubility. A QSPR model was first used to validate the VolSurf+ 
descriptors using aquatic toxicity scores as responses. A good correlation was achieved yet there 
was difficulty in handling large number of descriptors especially for big data set [28]. Therefore, 
they developed nine principal properties (PPs) as physicochemical descriptors for 38 anions (4 
PPs-) and 218 cations (5 PPs+) [27]. These PPs were used to come up with QSPR models for 
assessing and predicting IPC-81 rat cell line cytotoxicity, acetylcholinesterase inhibition [27]  and 
Vibrio fischeri toxicity [16].  

In this current study, the QSPR approach is extended by deploying other machine learning (ML) 
to predict Vibrio fischeri toxicity using the PPs developed by Paternò et al. [27] on the same IL 
data set used. In this study the cationic PPs are denoted as PP(n)C and the anionic ones are denoted 
as PP(n)A where the “n” is the numbering of the PPs. Five different ML models are trained and 
tested in this study. Their performances on the test data are compared to choose the best model.  
Models used for supervised machine learning  
Numerous industries have adapted supervised machine learning methods to solve complicated 
problems. In this current study QSPR studies has been extended by training and testing five ML 
models on Vibrio fischeri toxicity data using in silico descriptors developed by Paternò et al. [16], 
[27]. The five supervised ML models deployed in this study are briefly described below. Detailed 
description could be found in [29]. 

Decision tree models are used in machine learning to unite a series of the basic test efficiently 
where a numeric feature is compared to a threshold value in each test. Decision trees are an easy 
to use and well-known approach for statistical learning; such trees aim to identify the splitting 
criteria which describes the relationship between a set of input combinations, and regions of the 
output space. It  is used to solve both regression and classification problems [30]–[32]. 

Random Forest (RF) model is usually used on datasets that are randomly sampled and functions 
by training decision trees on the datasets to have their predictions averaged. Features are generated 
from the predictions made by trees, and prediction made by one tree automatically becomes a 
feature for the prediction of the final model. It achieves good model results because it is easy to 
interpret and is robust against overfitting. RF is biased against features which are highly cardinal. 

Extra tree regression: Geurts et al. [33] proposed that the random forest regression model has 
extra trees as extensions. These extra trees belong to the class of decision tree-based ensemble 
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learning methods. Multiple decision trees are used to perform classification and regression tasks 
in decision tree-based ensemble methods  [34]. 

Gradient boosting (GB) regressor combines simple parameterized functions with “poor” 
performance (high prediction error) using an iterative algorithm in order to come up with a 
prediction rule that is highly accurate. Contrary to other methods of statistical learning which 
usually provide comparable accuracy (such as support vector machines and neural networks), GB 
produces results that are interpretable, and this is done without requiring a lot of data preprocessing 
and parameter tuning. GB is a technique used in machine learning for both regression and 
classification problems and produces an ensemble of weak prediction models simply called a 
prediction model [35].  

Extreme Gradient Boosting (XGBoost) regression is carried out by means of the stochastic 
gradient boosting algorithm. It is a portable, flexible and efficient model for machine learning [36]. 
The stochastic gradient boosting algorithm has a parallel boosting technique that allows efficient, 
accurate and fast machine learning. As reported by Chen and Guestrin [36], XGBoost has one 
desired attribute of maximization of loss function. This helps prevent overfitting when the final 
weights are smoothened out and an extra regularization term is added to it. The successful 
performance of this model is due to its scalability in all setups. This model prevents over-fitting 
and shows great robustness against multicollinearity. It penalizes the irrelevant input variables 
coefficients, drawing these closer to zero and eliminating these zeroed inputs to minimize standard 
errors. This process allows for optimization of the algorithms.  
Criteria for model evaluation 
Models were evaluated using error matrices which indicate the deviation from true probabilities 
as well as the time taken to evaluate the models. These are Mean Absolute Error (MAE), Root 
Mean Squared Error (RMSE) and Akaike Information Criteria.  

Mean Absolute Error (MAE): This indicates the deviation from true probability and is the mean 
of the absolute value of the errors. Mathematically expressed as, 

𝑀𝑀𝑀𝑀𝑀𝑀 =  
∑ |𝑦𝑦𝑖𝑖 −  𝑥𝑥𝑖𝑖|𝑛𝑛
𝑖𝑖=1

𝑛𝑛
 ,   (1) 

Root mean Squares Error (RMSE): This is interpretable as the standard deviation of the 
prediction errors, a popular performance evaluation metric for models [37]. 

𝑅𝑅𝑀𝑀𝑅𝑅𝑀𝑀 =  �
∑ (𝑥𝑥𝑖𝑖 − 𝑦𝑦𝑖𝑖)2𝑛𝑛
𝑖𝑖=1

𝑛𝑛
, (2) 

Akaike Information criteria (AIC): To determine which of the many models is the best for 
dataset at hand, AIC is the single number score to use. The criteria estimates the model quality for 
each model relative to other models [38]. It functions by checking fitness of the model’s on data 
training and for the complexity of the model, it adds a penalty. The result that is desirable is the 
lowest possible AIC, which depicts model fitness. The model is evaluated by AIC on the basis of 
maximum likelihood estimation. This is expressed as: 

𝑀𝑀𝐴𝐴𝐴𝐴 = 2𝐾𝐾 − 2(𝑙𝑙𝑙𝑙𝑙𝑙 − 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙ℎ𝑙𝑙𝑙𝑙𝑜𝑜) (3) 

AIC uses the maximum likelihood estimation of the model (log-likelihood) to measure fitness. 
Log-likelihood is a measure of how likely one is to see their observed data, given a model. 
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Maximum likelihood indicates the best fitness of the model to the dataset. AIC uses computational 
convenience instead of natural log of the likelihood. 
Methodology 
Data Collection and Description. The most widely used methods to determine toxicological risk 
in an aqueous medium are inhibition assays which use Vibrio fischeri (formerly known as 
Photobacterium Phosphoreum), a marine gram-negative bacterium[39]. Many different 
luminescence inhibition tests involving Vibrio fischeri have been developed for the analysis of 
aqueous samples [10]. The toxicity data used in this study are log (EC50) where EC50 is in μmolL-

1. The EC50 is the concentration of a compound at which 50% of its maximal effect is observed 
[16]. These totoxicity values which span over five log units are reported for 74 ILs including thirty-
five heterocyclic cations and eighteen organic and inorganic anions available in literature [27]. 
The descriptors used in this study were developed by Paternò et al. [27] using principal component 
analysis (PCA) to compact VolSurf+ derived in silico molecular properties into nine principal 
properties. The variables used are 128 cationic and 38 anioinc variables available in VolSurf+. 
Five principal components which described 77.5% of variance are considered significant to the 
PCA model and chosen as cationic PPs. On the other hand, four principal components explained 
73.5% of the variance were chosen as anionic PPs [27].  

The first cationic PP decribes the solubility, size, flexibility and molecular weight of the cation. 
The second describes cation’s interaction with water and the hydrophobic volume of the cation. 
The third cationic PP evidences the difference between more amphiphilic ILs from those with a 
higher hydrophobic character. The fourth cationic PP includes descriptors such as skin 
permeability, hydophilic/hydrophobic ratio, permeability into CACO2 cells blood-brain barrier 
permeation and ability to form hydrogen bond as donor. The fifth cationic PP is mainly required 
to discriminate hydrogen bond donor descriptors exhibiting high PPC5 values from hydrogen bond 
acceptors exhibiting very high negative PPC5 values. On the other hand, first and second anionic 
PPs encompasses descriptors related to hydrophobicity/hydrophilicity balance, and critical 
packing. The first aninic PP distinguishes anions based on their hydrophobicity/hydrophilicity 
balance. The third and fourth anionic PPs descriptors related to the size/shape of the anions and to 
the anion’s ability to form hydrogen bond as donor or acceptor. The third anionic PP differentiate 
anions with hydrophilicity due to polarizability from those with hydrophilicity due to the anion 
ability to form hydrogen bond as donor or acceptor. Detailed explanation of the various PPs could 
be found in [27]. 
 
Data Analysis and Visualization. For the entire workflow in this study, python 3.7 programming 
language of Jupyter notebook was used. The data was subjected to a series of techniques to process, 
clean and select variables that are relevant to the machine learning models. The relationship 
between the input (principal properties) and output (Vibrio fischeri toxicities) data was explored 
as a summary statistic of the input and output data are given in Table 1. A pair plot gave the 
pictorial relationship between the descriptors and target data as indicated in Fig. 1. Linear 
regression will not be an appropriate model for this study as indicated by the nonlinear distribution 
of the data.  There is the need to remove colinear features which could be achieved by using 
advanced feature selection methods. This is because the distribution shows presence of 
multicollinearity that is likely to cause uncertainty in any model for machine learning. To quantify 
the degree of correlation among the descriptors spearman rho correlation covariance matrix was 
calculated as shown in Fig. 2. This analysis useful in the determination of the distribution of data 
and helps in telling their expected behaviour.  
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Table 1. Summary statistics of input and output data  

 Vibrio_f PP1C PP2C PP3C PP4C PP5C PP1A PP2A PP3A PP4A 
count 74 520 520 520 520 520 520 520 520 520 
mean 3.18 0.84 -1.67 0.20 0.03 -0.05 0.01 -2.13 -0.65 -0.08 
std 1.36 5.50 4.99 3.59 3.01 1.87 2.40 3.27 2.49 2.31 
min -0.18 -21.63 -8.24 -9.65 -8.83 -9.43 -13.16 -5.73 -5.87 -3.83 
25% 2.50 -2.70 -5.91 -2.39 -1.31 -1.17 -1.19 -5.52 -2.31 -1.25 
50% 3.24 0.58 -3.31 1.33 0.51 -0.19 -0.57 -2.15 -1.63 -1.13 
75% 4.14 4.71 2.25 2.76 1.70 0.86 1.35 -0.06 1.04 2.10 
max 6.10 14.74 15.45 6.77 5.90 5.63 4.81 7.57 6.72 4.62 

 

 

Fig. 1. Pair plot distribution of PPs and Vibrio fischeri toxicity 
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Fig. 2. Plot of the Spearman rho correlation covariance matrix for all the data ranging from -1 
to 1. 

The various ML models were used to estimate Vibrio fischeri toxicities from all the PPs. A 
section of data that was not used in the learning process (secondary section) was used to cross 
validate the model. Cross validation was to check model accuracy in predicting the whole dataset. 
The technique used here for cross validation was holdout which works by using a new subset of 
data (i.e., data not used in model training) on the model. This technique finds ways to prevent 
occurrence of over or under-fitting, offer an insight into bias-variance trade-offs and minimize 
estimation errors on unobserved data [40]. The held-out data was later utilized in the validation of 
the accuracy of the prediction model. The data was split into two, i.e., 85% (62 data points) was 
used as training data and 15% (12 data points) as test data. This is to ensure that validation of the 
prediction accuracy of the model is done with another set of data set aside from model training. It 
is imperative to note that the focus is not the model accuracy but the prediction error. The variance 
and bias of the model is better understood by analyzing the errors. The bias is the error rate, and 
the selection of input data is the most influencing parameter on a model’s bias. On the other hand, 
the variance is the performance deterioration of the of the model in terms of accuracy when used 
on the test data compared to when used on the training data. 
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Results and Discussion 
Model Performances Evaluation. Model performance for various models is done using the test data 
which was held out in training these models. The training and test scores for the various models 
are presented in Table 2. As seen from Table 2, the training accuracy for each model is very high 
as expected. This is because the model tries to replicate data that has already been seen. 
Nevertheless, a high training accuracy does not necessary depict that the model is a good one as it 
could be a non-generalized model produced due to overfitting where inherent noise is captured by 
the model. Another scenario could be an out-of-sample accuracy which is the correct prediction 
percentage that the model makes on data not used in training it. It is imperative for models to have 
an out-of-sample accuracy that is high as they are meant to make correct predictions on unknown 
data. All the models had low out-of-sample accuracy due to small data set with high dimension. 
However, decision tree proved to have the most accurate out-of-sample prediction among the 
models trained. 

Table 2. Correlation coefficient score for train and test data  

Models Train Score Test Score 
Decision Tree 1 0.613051016 
Random Forest 0.930593458 0.571406118 
Extra tree Regression 1 0.474419201 
Gradient Boosting Regression 0.981733285 0.571829785 
XGBoost 0.999996143 0.444828751 

 
In terms of probabilistic ranking of models’ performances, the likelihood of the models to 

reduce loss of information is determined by AIC. A more parsimonious model usually has lower 
AIC values compared to other models [41]. This makes the chosen model better for prediction. As 
shown in Fig. 3 the decision tree is best in predicting Vibrio fischeri toxicity among the models 
trained in this study. The AIC assesses the convergence of the models fit to actual data by 
computing its relative quality. Nevertheless, the model’s tendency to overfit or underfit still exists. 
Therefore, the precision, consistency, and accuracy of the models’ performance were also 
evaluated. 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Comparison of AIC for all models on test data 
The models are further assessed on their improvement in accuracy (i.e., reduction in error). The 

models deployed in this study have varying performances that are very much due to their statistical 
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and theoretical framework. Cross-validation analysis is performed to examine the model 
performance in terms of precision, accuracy, and consistency in predicting unknown toxicities. 
This analysis is performed using the RMSE and MAE as shown in Fig. 4. The RMSE of all the 
models indicated that the decision tree model is the most consistent in predicting Vibrio fischeri 
toxicity. Nevertheless, the MAE results showed that the most precise model for Vibrio fischeri 
toxicity prediction is RF model. Therefore, as regards fitness, consistency and accuracy of the 
model, decision tree model outperforms all the other models deployed in this study. Comparing 
the performance of the models based on these error matrices and the AIC, the decision tree proves 
to be the most robust and accurate model trained on this data set. 

 
Fig. 4. Comparison of prediction errors for all models 

It is imperative to point out that variation in model performance could also be attributed to the 
data set given. Some models work better on large data set while others work better on smaller data 
set. Generally, XGBoost model tend to perform best among the models deployed in this study 
however, the decision tree proved robust owing to the small data set used in this study. Another 
inherent property with XGBoost model is the tendency to convey the significance of the 
descriptors to the output based on F-score as portrayed in Fig. 5. From Fig. 5, PP1C is the most 
important followed by PP1A then PP3C. Paternò et al. [16] in their prediction of Vibrio fischeri 
toxicity also used a plot of the Variable Importance for Projection (VIP) to show the significance 
of the various PPs to Vibrio fischeri toxicity. PP1C was the most pertinent descriptor followed by 
PP2C then PP5C (which had high error) then PP3A. The other five descriptors were less important. 
Though different variations of the descriptor importance have been obtained, the PP1C prove to 
be the most important descriptor in both cases. This shows how the cationic part of IL liquids are 
important to their toxicity. The size, flexibility, solubility and molecular weight of the cation is 
information represented by PP1C. In this study, the XGBoost also shows how the anionic part of 
IL is also important to their toxicity and the need to consider both counterparts in toxicity 
prediction. 



Sustainable Processes and Clean Energy Transition - ICSuPCET2022 Materials Research Forum LLC 
Materials Research Proceedings 29 (2023) 234-247  https://doi.org/10.21741/9781644902516-27 

 

 
242 

 
Fig. 5. Feature importance of all descriptors to Vibrio fischeri toxicity prediction 

Further evaluation of model performances is conducted by comparing the predicted toxicities 
using descriptors of test data to the actual test toxicities. Figs. 6 and 7 show joint plots of correlation 
plot of predicted toxicities versus actual toxicities together with the distributions of the toxicities 
for decision tree and XGBoost. The shaded area around the correlation line shows the deviation of 
the predicted values. The wider the shaded area, the more deviated the predicted toxicities are from 
the actual toxicity values. By comparing Fig. 6 and 7, the decision tree proved to have better 
predictive power over the XGBoost in predicting Vibrio fischeri toxicity. Nevertheless, the 
predicted values for both models had different distribution compared to the actual values. This 
shows how less consistent even the decision tree is in predicting Vibrio fischeri toxicity.  

 
Fig. 6. Joint plot of Actual against predicted toxicities by decision tree 
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Fig. 7. Joint plot of Actual against predicted toxicities by XGBoost 

Sensitivity Analysis. The kernel density estimates of Vibrio fischeri toxicity by decision tree and 
XGBoost are presented in Fig. 8 and 9 respectively. The red curve represents actual values while 
the blue one is predicted values. In this case, the XGBoost had its predicted values closer to the 
actual values than the decision tree. The XGBoost showed better predictive power in higher values 
than lower values while the values predicted by the decision tree showed wider distribution with 
lower mode. The toxicity of Vibrio fischeri is expressed as EC50 which signifies the compound’s 
concentration at which 50% of its maximal effect is observed, hence the lower this value is, the 
more toxic the IL. Therefore, the XGBoost was biased toward predicting lower toxicities more 
accurately than higher toxicities. The decision tree showed consistency in its prediction 
irrespective of the error. 

 
Fig. 8. Kernel density estimation: The closeness of predicted to actual values for Decision tree 

Vibrio fischeri toxicity prediction 
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Fig. 9. Kernel density estimation: The proximity of predicted values to actual values for the 

prediction of Vibrio fischeri toxicity using the XGBoost model. 
Conclusion 
In this study, ML models have been trained and tested for prediction of Vibrio fischeri toxicities 
of IL using nine in silico descriptors developed by Paternò et al. [16], [27]. Comparing their 
training and test scores, most of the model showed evidence of overfitting. Nevertheless, the 
decision tree model proved to be the most consistent and accurate model among the models 
deployed in this study. Model performance based on RMSE showed that the RF model was the 
most precise. Other models are generally deemed more accurate than the decision tree, therefore, 
the observed performance could be attributed to the small data set size used. The inherent attribute 
of the XGBoost showed that both PP1C and PP1A are very important to Vibrio fischeri toxicity 
prediction. This proved that both the cationic and anionic counterparts of IL are important in 
determining their level of toxicities. Further ML techniques could be deployed to make the models 
more robust including feature selection and optimization. This study proves that QSPR studies on 
toxicity prediction of new ILs could be improved via ML application. 
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